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Low-frequency (infragravity) wave dynamics on a fringing coral reef were investigated using the numerical
model XBeach (Roelvink et al., 2009). First, the skill of the model was evaluated in one- and two-dimensions
based on its predictions of short waves (0.04–0.2 Hz), infragravity waves (0.004–0.04 Hz) and water level
measurements (tidal and wave setup) obtained during a 2009 field study at Ningaloo Reef in Western
Australia. The model calibration was sensitive to friction coefficients for short waves and current/infragravity
bed friction, which were assumed independent in this model study. Although the one-dimensional
cross-shore model captured the gradients in the dominant hydrodynamic processes at the site, a high
current/IG bed friction coefficient was required. This resulted in an overestimation and a phase lag between
the observed and predicted wave setup signal. In the two-dimensional model, a lower (more realistic)
current/infragravity wave friction coefficient was required to achieve optimum performance due to the pres-
ence of significant reef and lagoon mean flows in the model, which led to reduced setup across the reef. The
infragravity waves were found to propagate from the surf zone across the reef in a dominantly cross-shore
direction towards the shore, but with substantial frictional damping. The infragravity waves were strongly
modulated also over the reef by tidal depth variations, primarily due to the variability in frictional dissipation
rates when the total water depth over the reef varied. Two mean wave-driven circulation cells were observed
in the study area, with cross-shore flow becoming more alongshore-dominated before exiting the system via
the two channels in the reef. The results reveal that short waves dominated bottom stresses on the forereef
and near the reef crest; however, inside the lagoon, infragravity waves become increasingly dominant,
accounting up to 50% of the combined bottom stresses.

© 2012 Elsevier B.V. All rights reserved.
1. Introduction

A large proportion of the world's coastlines, perhaps as high as
80% (Emery and Kuhn, 1982), contain a broad class of submerged
reef structures, including tropical coral reefs, relic temperate
limestone platforms and rocky coastal features. Abundant as these
structures may be, comparatively little work (as compared to sandy
beaches) has addressed the range of nearshore hydrodynamic
processes in reef environments. A good understanding of these
processes is important because waves and wave-induced currents
on reefs ultimately drive sediment transport (e.g., Storlazzi et al.,
2004), nutrient dynamics and uptake by benthic reef communities
(e.g., Falter et al., 2004), as well as the transport and dispersal of
larval fish and other organisms (e.g., Wolanski and Sarsenski, 1997)
in these environments. Hydrodynamics are thus important for the
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morphological development of reef environments and their associat-
ed ecological zonation (e.g., Atkinson and Falter, 2003; Kench and
Brander, 2006). While reefs protect the coast by dissipating wave
energy offshore, severe coastal erosion and flooding may still take
place during typhoons and hurricanes (e.g., Ogg and Koslow, 1978;
Péquignet et al., 2009). Thus, the impact of environmental changes
on a reef and the adjacent coastline (e.g. climate-induced sea level
rise), extreme events and/or human interventions can only be accu-
rately predicted with sufficient knowledge of nearshore processes.

Of the three main types of tropical coral reefs (barrier, atoll and
fringing reefs), fringing reefs form adjacent to a mainland coast, and
will therefore have the most direct interaction with it. Darwin
(1842) first hypothesized that reef-building corals grow best in re-
gions of a reef experiencing moderate wave energy, i.e., “It appears,
[…] that the action of the surf is favorable to the vigorous growth of
the stronger corals, and that sand or sediment, if agitated by the
waves, is injurious to them.” Darwin was also the first to refer to
wave-induced mass flux and subsequent circulation: “a return stream
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must carry away the water thrown over the outer edge; and the cur-
rent thus produced, would tend to prevent the channel being filled up
with sediment.” However, the detailed mechanisms controlling hy-
drodynamic variability over reefs were not elucidated at that time.

Munk and Sargent (1948) first quantified a mean wave set up of
several decimeters relative to mean sea level over the reef at Bikini
Atoll. This set up can be explained using radiation stress theory
(Longuet-Higgins and Stewart, 1964) in which the decrease in wave
energy flux due to wave breaking is (partially) balanced by a gradient
in the mean water set up over the reef. Lee and Black (1978) and
Hardy and Young (1996) observed the considerable transformation
of incident short waves dominated by swell, in terms of wave heights
and the spectral redistribution from higher to lower frequencies as
the waves broke over the reef. Other field studies have specifically in-
vestigated how the transformation of short waves (e.g., swell) on
reefs generates mean wave-driven currents across reef systems, pri-
marily due to wave breaking (e.g., Hench et al., 2008; Jago et al.,
2007; Lowe et al., 2009a; Symonds and Black, 2001; Taebi et al.,
2011). Symonds et al. (1995) first formulated an analytical model
based on a linearized set of momentum equations in order to demon-
strate the relative importance of set-up and onshore wave-driven
flow across an idealized 1D reef system (subsequent 1D analytical
models were also formulated by Hearn (1999) and Gourlay and
Colleter (2005)).

Despite physical differences between sandy coast and reef
environments, simple 1D (cross-shore) wave transformation models
developed for mildly-sloping beaches have been successfully used
to investigate short wave transformation over some reefs. Gerritsen
(1980) and Lowe et al. (2005) used a 1D wave-energy conservation
model with the Battjes and Janssen (1978) breaker model, and both
Massel and Gourlay (2000) and Sheremet et al. (2011) extended a
mild-slope equation model with a correction for the steeper slopes
of reefs.

More complex two-dimensional horizontal (2DH) and three-
dimensional (3D) coupled wave-circulation numerical models have
also been developed to predict the spatial distribution of mean
wave-driven currents and water levels within reef-lagoon systems
(Lowe et al., 2009b; Ranasinghe et al., 2006; Symonds and Black,
2001). These models are in essence based on the equation of mass
conservation and the equations of 2D or 3D horizontal momentum
conservation driven by radiation stress gradients, which are
computed from the 2D quasi-steady conservation of short wave
energy equation with dissipation terms for wave breaking and
bottom friction dissipation.

Collectively, these field and modeling reef studies have shown
that the physical processes on reefs do have some similarities to
those on sandy coasts (e.g., having submerged bars), albeit with
some important differences: the slope of reefs is generally much
steeper than the foreslope of sandy shores, the reef bottom topogra-
phy is much rougher and more inhomogeneous, and there is typically
a larger distance between the breakpoint of the waves and the
coastline.

Despite the historical focus on the dynamics of short wave energy
(periods of 5–25 s) and mean (i.e. averaged over many wave periods)
wave-driven flows on reefs, a relatively small number of field studies
have identified the importance of lower frequency wave motions
(periods of 25 s to tens of minutes), termed infragravity (IG) waves,
to the overall water motion over coral reef flats and lagoons (e.g.,
Brander et al., 2004; Hardy and Young, 1996; Lugo-Fernandez et al.,
1998). In particular, two recent field studies (Péquignet et al., 2009
and Pomeroy et al., 2012) have shown that mean currents and short
waves accounted for only a small part of the total observed flow
and surface elevation variance in the region between the reef crest
and the shoreline of two fringing reefs with very different morphol-
ogies. Instead, the bulk of the water level variability was found to be
contained within the IG frequency band, despite the response of the
IG waves being somewhat different between systems. Péquignet et
al. (2009) observed a cross-reef standing waves over a fringing reef
flat in Guamwhile Pomeroy et al. (2012) observed dominantly shore-
ward propagating IG waves across the lagoon over a fringing reef in
Western Australia.

Despite the importance of IG wave motions to reefs, process-based
numerical models capable of predicting their dynamics have been
lacking. Recently Nwogu and Demirbilek (2010) and Sheremet et al.
(2011) each applied a 1D phase-resolving wave model to simulate
both short wave and IG waves from laboratory flume experiments.
They found that the models were capable of predicting the overall
wave transformation and spectral redistribution (including IG
waves) fairly well. However, these experiments used a scaled fringing
reef prototype with smooth walls (no bottom roughness). Conse-
quently, bottom friction in these models was either minimal
(Nwogu and Demirbilek, 2010) or neglected entirely (Sheremet et
al., 2011), so that IG wave decay was dominated by nonlinear mo-
mentum transfers (Henderson et al., 2006; Sheremet et al., 2011).
2DH or 3D numerical modeling studies of IG wave dynamics over
real reefs (incorporating their full topographic complexity and impor-
tantly their large bottom friction coefficients) have yet to be
conducted. Roeber and Cheung (2012) described an application of a
2D Boussinesq-type model to fringing reefs. They showed good
model comparison to laboratory data of solitary wave incident on a
1D and 2D reef. The model was applied to a field site in Hawaii, show-
ing for two steady-state conditions, the transformation of irregular
incident waves, wave-induced setup and development of sub
(infragravity band) and super-harmonics, but without conducting a
detailed investigation into the dynamics. The objective of this paper
was to investigate and understand the dynamics of IG wave motions
across a fringing coral reef. This was done through an application
of a recently-developed nearshore circulation model (XBeach)
(Roelvink et al., 2009) that includes IG wave generation, propagation
and decay, to a case study of Ningaloo Reef, a large fringing reef locat-
ed on the northwest coast of Western Australia. In particular, atten-
tion is given to determining (a) the processes governing IG wave
generation and decay over the reef, and (b) the relative importance
of IG waves, short waves and currents on the spatial distribution of
bed shear stresses, induced by water motion in the lee of the reef
crest.

The paper is organized as follows. The field experiment is briefly
described in Section 2. The XBeach model and the input parameters
adopted for this study are discussed in Section 3. The results of the
one- and two-dimensional model calibrations are then presented in
Section 4. In Section 5, the validated 2DH model is used to investigate
the dynamics of the IG waves under scenarios of different mean water
levels, including their generation and dissipation, their propagation
and finally the relative importance of IG waves, short waves and cur-
rents on bed shear stresses throughout the reef-lagoon system. The
factors that affect the performance of the model are discussed in
Section 6 along with the dynamics of IG waves that have been
elucidated in this study. We finish with conclusions in Section 7.

2. Field study

This study focuses on the hydrodynamics occurring within an ~7
km section of Ningaloo Reef at Sandy Bay (Fig. 1a and b), which is
composed of a shallow reef flat (~1–2 m depth) that is separated
from the shore by a slightly deeper lagoon (~2–3 m average depth).
The reef is broken to the north and south of the study area by chan-
nels, through which water exchange between the lagoon and the
ocean occurs (Taebi et al., 2011). This present study employs data
from a field experiment conducted in June 2009, which provided
the offshore wave forcing and data on the forereef, reef flat and la-
goon that was required to drive and validate the numerical models.
A detailed description of the study site, the field experiment, and



Fig. 1. (a) Location of Ningaloo Reef and the study site at Sandy Bay in Western Australia. (b) Plan view of the surveyed bottom contour elevations (relative to Australian Height
Datum, equivalent to approximately mean sea level) with the instrument locations superimposed. (c) Cross-shore profile of the bathymetry along the main measurement transect
with instrument locations shown.

Fig. 2. (a) Time series of the mean water level (tide) measured on the forereef at C1.
Root-mean-square wave heights for the infragravity wave band Hrms,IG (blue) and
short wave band Hrms,sw (red) measured across the reef at (b) C1, (c) C3, (d) C4,
(e) C5 and (f) C6. The vertical red lines denote the period of the peak swell event
simulated on June 15 at 11:00.
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results are discussed by Pomeroy et al. (2012), and only a brief sum-
mary is included here.

During the field experiment, a synchronized cross-shore and
alongshore array of instruments was deployed (Fig. 1b). The present
study focuses on the measurements obtained from the roughly per-
pendicular cross-shore transect (C1–C6) (Fig. 1c). Instrument C1
was deployed on the forereef slope, C3 and C4 were located on the
reef flat, while C5 and C6 were located inside the lagoon behind the
reef (C2 was a backup instrument collocated with C1 and was thus
not used in the present paper). Based on the energy contained within
the short wave (0.04–0.2 Hz or 5–25 s) and IG wave bands (0.004–
0.04 Hz or 25–250 s), the short and IG wave heights Hrms,sw and
Hrms,IG at all five instrument locations (Fig. 2e–f) were computed.
The tidal or mean water level variation was obtained from the
low-passed surface elevation signal below 0.004 Hz. This signal was
demeaned over the measurement period which causes the instru-
ment zero level to be at a higher vertical datum level than mean sea
level since wave set-up variations are still included. This was
corrected for by first computing the linear least-squares regression
between the residual water level (i.e., the difference between
the water level measured at each station on the reef and that mea-
sured at C1 where setup/setdown is assumed negligible) and the off-
shore wave power (proportional to Hs

2Tp). The records on the reef
(C3–C6) were then corrected for the offset water level (based on
the value at zero wave power), which amounted to a shift of about
0.08 m.

On the forereef at C1, the short waves overwhelmingly dominated
over the IG waves (Fig. 2b). In contrast, on the seaward edge of the
reef (C3), the short wave heights were substantially reduced and
were comparable to the IG wave heights (Fig. 2c). At this location,
both wave signals appeared in-phase with the tidal fluctuations, an
observation that is discussed further in Section 5. The short and IG
wave heights decreased across the reef (C4) and lagoon (C5 and C6)

image of Fig.�2
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with the short wave heights decaying more rapidly across the reef
than the IG wave heights (Fig. 2d–f). A general increase in wave
heights (short wave and IG) on the reef was observed during the
two swell events that occurred around June 15 and June 25.

3. Numerical modeling

3.1. Model description

The numerical model used was XBeach (see Roelvink et al., 2009
for a complete description of the equations), which solves the
coupled time-dependent 2DH (horizontal) equations of wave action
propagation and dissipation (on the scale of the wave groups), and
the 2DH equations of conservation of mass and momentum (for IG
and mean surface elevation and currents). The model was forced by
varying (spectral) wave and flow boundary conditions. The main in-
novation over previous steady (shortwave-averaged) wave-driven
models is its non-stationary wave driver that incorporates directional
spreading.

In XBeach, variations in radiation stresses derived from the short
wave groups force IG wave motions within the model. The model
thus includes the dynamics responsible for IG wave generation, prop-
agation and decay. The model also solves the 2DH sediment transport
equations and morphological changes, but these processes are not
considered herein. This modeling approach (treating the short
waves and IG waves separately with coupling) is designed to predict
the bulk of the hydrodynamic variability present in nearshore
systems, without the burden of the computational expense needed
for the computation of the short wave shape and the dynamics of in-
dividual short waves. This makes 2DH simulations feasible for large
domains of several square kilometers and for events lasting several
days. XBeach has hitherto been successfully applied to predict the
erosion of dune coasts (Roelvink et al., 2009) and the deformation
of sandy barrier islands due to erosion and overwash under hurricane
forcing (Lindemer et al., 2010; McCall et al., 2010), but has yet to be
applied to reefs.

The only relevant change in the version that was applied here was
the inclusion of an additional term in the wave action balance to
account for bottom friction dissipation Df of the short waves. Such
bottom friction has been shown to play an important or even
dominant role in reef environments (e.g., Lowe et al., 2005). The
wave action equation for the short waves was thus modeled as:

∂A
∂t þ

∂cxA
∂x þ ∂cyA

∂y þ ∂cθA
∂θ ¼ −Db

σ
−

Df

σ
ð1Þ

where A is the wave action, cx, cy and cθ are the propagation speeds in
2D horizontal and directional space (refraction), Db is the rate of
dissipation due to wave breaking and σ is the representative radian
wave frequency (defined based on the mean period Tm01 — see
below). Wave dissipation due to breaking in Eq. (1) was modeled
using Roelvink's (1993) breaker formulation with a breaker
coefficient of γ=0.55. The rate of bottom friction dissipation Df was
modeled as (e.g., Jonsson, 1966):

Df ¼
2
3
ρπf w

πH
Tm01 sinhkh

� �3
: ð2Þ

Here fw is the short-wave friction coefficient, Tm01 is the mean pe-
riod defined by the first- and zeroth moments of the wave spectrum,
and h is the water depth. In Eq. (2), H is the instantaneous
root-mean-squared wave height defined as twice the value of the
amplitude of the wave group envelope at a given time, which can
be calculated from the wave action A (see Roelvink et al., 2009).

The momentum equations used to compute the mean currents, as
well as time-varying IG wave orbital velocities and surface elevations
(see Roelvink et al., 2009 for the full equations), contain a friction
term of the form, e.g. for the cross-shore component (Ruessink et
al., 2001):

τbx ¼ cfρUE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:16 urmsð Þ2 þ U2

E þ V2
E

� �q
ð3Þ

where UE and VE are the x–y (cross-shore, alongshore) Eulerian flow
velocities, urms is the root-mean-squared (rms) near-bottom short-
wave orbital velocity (determined from the wave action A using line-
ar wave theory), and cf is the friction coefficient associated with both
the mean currents and long period (IG) waves. We note that bed fric-
tion enters into the model system twice through the two coefficients
fw and cf,. Studies conducted on reefs (e.g. Lowe et al., 2007) indicate
that fw should be an order of magnitude (or more) larger than cf due
to the dependency of wave frictional dissipation rates on the frequen-
cy of the motion. In the present application, both friction coefficients
were thus assumed to be independent.

3.2. Model application to Ningaloo Reef

XBeach was applied to the cross-shore transect (C1–C6) in 1D
mode and to the whole study domain in 2DH mode (Fig. 1b and c).
The bathymetry for both model domains was derived from
hyperspectral imagery (HyMap) and processed by Curtin University
(Klonowski et al., 2010) with a 3.5 m pixel resolution and b10% ver-
tical depth error for depths up to 8 m. Horizontally coarser (~20 m)
but very accurate (b5 cm depth error) multi-beam altimeter data
were used for deeper regions (>8 m) within the model domain.

Wave forcing due to the time-varying short wave action variations
and the associated bound IG waves at the offshore boundary were
calculated from spectra derived from sea state parameters (wave
height, peak period, mean direction and directional spreading) that
were measured on the forereef at C1 (Fig. 3), following the approach
by van Dongeren et al. (2003). In summary, this method generates
time series of short wave surface elevations from data specified
wave spectrum. The time series are then Hilbert-transformed to
time variations of the short wave field envelope, which are finally
converted to time-varying short wave action variations, i.e. the
boundary condition for Eq. (1). The associated bound IG waves are
computed from the spectral data using Herbers et al. (1994) theory.
The mean surface elevation, interpolated from the hourly-averaged
mean water level measured at C1, was added to the bound wave
surface elevation and applied as the offshore boundary condition for
the momentum equations. To increase the computational efficiency
of the simulations (particularly in 2DH), a parallel MPI (Message
Passing Interface) version of XBeach was used on an eight core
Linux cluster.

Model output consisted of time series of the instantaneous short
wave height H (calculated from the amplitude of the wave group en-
velope) and surface elevation zs at each of the instrument locations
(note that this surface elevation includes the effects of tide, mean
short-wave induced set up and IG wave motions). The output was
post-processed to compute the root-mean-square wave heights of
the short wave (Hrms,sw) and the IG (Hrms,IG) frequency bands and
compared against the wave heights measured in the field (Pomeroy
et al., 2012).

4. Model results

4.1. One-dimensional simulations

The model was first run in 1D as this has traditionally been the
focus of most phase-resolving numerical wave studies of IG wave
dynamics in the nearshore, including laboratory reef prototypes
(e.g., Nwogu and Demirbilek, 2010; Sheremet et al., 2011) due to



Fig. 3. Offshore short wave conditions at C1 with the peak swell event that was simu-
lated indicated by the vertical red line. (a) Measured short wave height Hrms,sw,
(b) peak short wave period Tp,sw, (c) mean short wave angle θ, (d) directional spread-
ing S.

182 A. Van Dongeren et al. / Coastal Engineering 73 (2013) 178–190
computation time constraints. The main purpose of this simulation
was to identify the sensitivity of the model to the friction parameters
fw and cf, as well as to identify the optimum values required to
reproduce the key hydrodynamic processes (short waves, IG waves,
Fig. 4. 1D model simulations of the peak swell event (June 15 at 11:00). The left panels sh
(a,b) Short wave height Hrms,sw transformation as a function of cross-shore distance, (c,d) I
and mean water levels) across the reef. The depth profile is shown
in Fig. 1c and the presence of the shoreline at the downstream bound-
ary requires the depth-integrated cross-shore transport to be zero at
the shoreline by definition in 1D. The offshore boundary was initially
prescribed with a single wave condition (Hs=~2.5 m, Tp=~19 s)
corresponding to a peak swell event that occurred on June 15 around
11:00 (Fig. 3).

The 1D model was run for three different values of the short-wave
friction coefficient fw (0, 0.3, 0.6), while the current friction coefficient
was held constant at cf=0.1 for all three cases. Note that the wave
breaking dissipation Db in Eq. (1) was modeled with the default free
parameter value of γ=0.55. The model results (not shown) were
found to not be sensitive to variations of the parameter value within
typical ranges (0.5–0.7) reported in wave transformation studies of
reefs, which is consistent with Lowe et al. (2009b). The absence of
short-wave friction (fw=0) resulted in an over prediction of the
short wave heights across the reef (Fig. 4a). As fw was increased,
Hrms,sw was more accurately reproduced across the reef, with very
good agreement for fw=0.6 (Fig. 4a), especially considering the as-
sumption of a spatially-uniform value for the friction coefficient
whereas the reef would be spatially heterogeneous. The IG wave
height transformation (Fig. 4b) and the mean water level prediction
(Fig. 4c) also improved somewhat as fw was increased; although
both remained consistently over predicted. Note that because the
observed wave action and mean water level are specified at the
boundary, the model reproduces the measurements at C1 (Fig. 4a, b,
e and f). However, the boundary condition for the IG waves is predict-
ed from bound wave theory, which explains the difference between
computed and observed IG wave heights at C1.
ow the response to varying fw, while the right panels show the response of varying cf.
G wave height Hrms,IG, (e,f) mean water level (including tide).

image of Fig.�3
image of Fig.�4
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A separate set of three simulations was conducted, this time using
a constant short wave friction coefficient (fw=0.6) but for three
values of the current friction coefficient cf (0.05, 0.1, 0.3). For the
higher friction coefficient value of cf=0.3, differences in the short
wave heights Hrms,sw were minimal (Fig. 4b, not visible in the plot).
However, the IG wave heights Hrms,IG improved, but these perfor-
mance gains were at the expense of an increasing and significant
over prediction in the mean water levels over the reef (Fig. 4e,f).
The lower value of cf=0.05 produced the opposite effect, leading to
a lower mean water level (which was more in agreement with the
data); however, IG wave heights were significantly over predicted
(Fig. 4d). The optimal combination of friction coefficients from these
sensitivity tests was thus fw=0.6 and cf=0.1. While not a perfect
match with the data, the 1D model captured the gradients in short
waves, IG waves, and mean water levels observed across the reef
moderately well.

The optimum friction coefficient values (fw=0.6, cf=0.1) were
subsequently used to simulate the entire swell event from June 14
12:00 h to June 19 00:00 h (109 h in total) when wave conditions
varied significantly. This allowed for an evaluation of the model
performance under a wide range of incident short wave conditions.
The swell event duration was represented in the model as a sequence
of hourly sea states, from which the wave forcing was generated at
the offshore boundary. The model tapered the time series for each
sea state so that there was a smooth transition between them (see
Van Dongeren et al., 2003). Good agreement was generally observed
throughout the simulation and at all sites (Fig. 5). The model
reproduced the spatial variability in wave heights across the reef, as
well as temporal changes in the response to the varying offshore
wave conditions and tidal variations. The short wave height predic-
tions matched the data reasonably well (Fig. 5a–e), except for a
small positive bias of a few centimeters. The IG wave heights were
slightly under predicted (negative bias) at C1, but were generally in
very good agreement for sites on the reef (Fig. 5f–j). The time series
Fig. 5. Comparison between the 1D model results (blue) and measured data (red) for the du
n) C5and (e,j,o) C6. The peak of the storm (simulated in this figure) is indicated by the red v
C6.
of the predicted mean water level residuals (the time-averaged
difference between the observed water level on the reef and the ob-
servation at C1, Δzs ¼ zs−zs:C1 , thus describing wave setup) followed
the observed residuals reasonably well, albeit that the model over
predicts the observations by about 0.1 m (Fig. 5l–o) which is
consistent with the over prediction shown in Fig. 4f. Note that at C1
the observed and predicted water levels rather than the residuals
are shown (Fig. 5k)

A summary of the model skill (bias and the RMS error) for the
short wave heights, IG heights and mean water level is shown in
Fig. 6. Bias in the predicted short wave Hrms,sw first increased positive-
ly from C1 to C3 to a value of +0.03 m and then decreased to nearly
zero at the back of the reef, whereas the bias in the IG wave height at
C1 Hrms,IG was weakly negative (−0.04 m) and effectively zero on the
reef. The bias in mean water level increased substantially from the
offshore (C1) site to the four sites within the reef, where values
were over predicted by roughly +0.1 m. The RMS errors show similar
trends, with only small discrepancies in the short wave and IG wave
heights of b0.03 m for sites on the reef (comparable to the accuracy
of the field measurements, ~0.01 m); however, the 1D model still
over predicted setup generated on the reef by +0.1–0.15 m.
4.2. Two-dimensional simulations

To investigate possible differences in the performance of the 1D
and 2DH simulations, the model was then run in 2DH mode for the
same single peak swell event and 5 day swell duration. The incident
wave conditions were assumed to be alongshore uniform with the
phase rotation of the wave energy and bound long waves over the
boundary taken into account (enabling obliquely-incident wave
groups and IG waves to be modeled). The sensitivity of the friction
parameters (fw and cf) was re-evaluated to identify the optimum
parameter combination in 2DH mode.
ration of the ~5 day swell event. (a,f,k) are for instrument C1, (b,g.l) C3, (c,h,m) C4, (d,i,
ertical line. Note the large reduction in vertical scale between C1 and the reef sites C3–
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Fig. 6. Bias and RMS error from the 1D swell duration (~5 day) model results compared with the measured data at each site, based on the short wave heights, IG wave heights, and
mean water levels.
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The results at the peak swell event (Fig. 7) were somewhat differ-
ent in the 2DH model, even when the same friction coefficients were
used (fw=0.6, cf=0.1). In contrast to the 1D simulations, the IG wave
heights across the reef were under predicted but the mean sea level
was still slightly over predicted on the reef and in the lagoon (sources
of the discrepancy in the response of the 1D and 2DH models are
discussed in detail in Section 6.1). However, when cf was decreased,
better agreement was observed with the measured values for both
the IG waves and mean sea level. Thus for the 2DH simulations, the
optimum friction values were fw=0.6 and cf=0.04, with the cf
value (defined based on the depth-averaged flow) in this case being
closer to values historically measured values on reefs, i.e. cf=0.02–
0.05 (e.g., Lowe et al., 2008; Rosman and Hench, 2011). Fig. 8 shows
Fig. 7. 2DH model simulation results from the peak swell event (June 15 at 11:00),
showing the influence of cf with constant fw on (a) short wave height transformation
as a function of cross-shore distance (b), IG wave height and (c) mean water level.
two mean wave-driven circulation cells in the study area, with on-
shore flow over the reef diverging into more alongshore-dominated
at the back of the reef and lagoon, before exiting the system via the
two channels in the reef. These current patterns superimposed on
the bathymetry are quite similar to those found on barred beaches
(Reniers et al., 2004) and behind submerged breakwaters. These
mean flow patterns are not represented in a 1D approach and ulti-
mately influence both the mean sea level and wave (short and IG)
across the reef (see discussion in Section 6.1).

As with the 1D model, the 2DH model was run with the optimum
friction coefficients for the entire ~5 day swell event. Relative to the
1D results, some slight improvements in the 2DH results were ob-
served for both short waves Hrms,sw (Fig. 9a–e) as well as IG waves
Hrms,IG (Fig. 9f–j). However, the most significant improvement was
made in the prediction of the mean water level residuals (wave
setup) (Fig. 9l–o). In the 2DH model, the mean water level residuals
were almost identical to the observations. The model performance
statistics summarized in Fig. 10 highlight the overall performance
gains in the 2DH model. The bias associated with the predicted
mean sea level was most improved in the 2DH model, with bias
Fig. 8. Mean current velocity superimposed on the bathymetry. The colorbar denotes
the mean water depth in meters.
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Fig. 9. Comparison between the 2DH model results (blue) and measured data (red) for the ~5 day duration of the swell event for fw=0.6 and cf=0.04. (a–c) are for instrument C1,
(d–f) C3, (g–i) C3, (j–l) C4 and (m–n) C5. The peak of the storm is indicated by the red vertical line.
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values of ~0.04 m observed across the reef and lagoon compared with
the >0.1 m values predicted from the 1D model. In general, the
discrepancies of the IG and short waves were also less than those
predicted with the 1D model.
5. IG wave propagation, generation and dissipation

The optimum 2DH model configuration (fw=0.6, cf=0.04) was
used to investigate the detailed dynamics of the IG wave motions
across the reef. The focus of this analysis was to evaluate how the IG
waves propagate across the reef (Section 5.1), the mechanisms re-
sponsible for their generation and dissipation (Section 5.2) and also
to place these results in the context of the field observations reported
in Pomeroy et al. (2012) using this much more highly-resolved model
output. For this analysis, the model was forced by the wave condi-
tions during the peak swell event (June 15, 11:00).
Fig. 10. Bias and RMS error of the 2DH swell event model results compared with the measur
levels.
5.1. Propagation

The computed time series of the low frequency cross-shore (U)
and alongshore (V) velocities were used to construct a 2DH map of
the velocity variance ellipses using a Principal Component Analysis
(PCA) (Emery and Thompson, 2001) (Fig. 11a), where the ellipses
represent the major and minor axes of the IG flow variability. Consis-
tent with the field observations, the size of the major axes
(cross-shore) increases significantly near the reef crest and gradually
decays towards shore. Importantly, the IG velocity variance ellipses
are dominantly oriented towards shore (generally within a few de-
grees of the shore-normal direction), except near the channel edges
where some refraction occurs. This indicates that the IG waves prop-
agate primarily in the cross-shore direction, with only a minimal
alongshore contribution.

To specifically identify the presence of edge waves, wavenumber-
frequency (ky-f) spectra (Huntley et al., 1981) were computed for an
ed data at each site, based on the short wave heights, IG wave heights, and mean water
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Fig. 11. (a) Principal component analysis of the velocities with the underlying bathymetry contours (h=0 and 2 m) indicated by the red lines; (b) ky-f spectra on the reef flat (x=
1053 m); (c) ky-f spectra in the lagoon (x=1663 m). The shallow water dispersion curves based in Eq. (4) are indicated by the black lines with the energy density values denoted by
the colorbar. The array length at both sites was 75 m.
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alongshore transect of 75 m in length at two cross-shore locations,
x=1050 m on the reef (Fig. 11b) and at x=1660 m in the lagoon
(Fig. 11c). These results indicate that energy at both locations, IG
energy is primarily located within a leaky wave region bounded by
the shallow water wave dispersion curves

f ¼
ffiffiffiffiffiffi
gh

p ky
2π

ð4Þ

where f is the wave frequency and, for simplicity, h is taken is the
local water depth. Only very minimal edge wave energy is present
outside of these theoretical curves, thus also consistent with the
dominant cross-shore orientation of the IG flow variance ellipses in
Fig. 11a.

5.2. Generation

The model results showed that IG wave heights increased in size
on the forereef and the surfzone between C1 and C3, while they
decayed gradually across the reef flat. Pomeroy et al. (2012) showed
with 1D XBeach model simulations that IG waves were generated in
the surfzone by breakpoint generation (Symonds et al., 1982) rather
than by bound wave growth in the shoaling zone (Battjes et al.,
2004; Longuet-Higgins and Stewart, 1964). A cross-correlation
analysis between the incident short wave envelope |A(t)| at C1 with
the IG wave time series at all locations across the model domain
using the 2DH2D model (Fig. 12b) shows similar results to those
using the 1D model (Pomeroy et al., 2012). Despite the directional
spreading in 2DH, the results confirm that the IG wave propagation
is dominantly onshore. In the offshore region, the correlation patterns
show a dominant negative correlation between the short wave
envelope and IG wave signal, characteristic of bound IG waves
coupled to the short wave groups. A positive correlation then
develops over the reef, with the development of a dynamic
setup and a negative correlation propagating offshore from the
breaking region, all consistent with the breakpoint forcing mecha-
nism (e.g., Baldock et al., 2000; Symonds et al., 1982). In contrast
with the 1D results, the value of the correlation coefficients is smaller
due to the directional spreading in the short wave groups and the
wave celerity over the reef is slightly smaller due to the lower setup
over the reef depth.

5.3. Dissipation

Both the field observations (Fig. 2; see also Pomeroy et al., 2012)
and model results displayed a strong positive correlation between
changes in the IG wave heights over the reef and the mean water
depth (tidal) variations. The tidal modulation of IG wave heights
has also been observed previously on the inner shelf, seawards of
the surf zone on sandy coasts (e.g., Okihiro and Guza, 1995;
Thomson et al., 2006). Weak tidal modulation of IG waves has also
been observed shoreward of the surf zone on beaches (Henderson
et al., 2006; Reniers et al., 2002). To investigate the mechanisms
responsible for the strong tidal modulation of the IG waves observed
in present study (i.e., Fig. 9), simulations were conducted at two dif-
ferent water depth limits bounding the historical mean tidal range
limits at this site, i.e. values of +0.43 m (high tide) and −0.43 m
(low tide), both offshore values (without wave-induced setup). For
each simulation the offshore wave boundary condition was held
constant, and the model output across the reef (surface elevations
and velocities) was analyzed to extract the incident (shoreward)
and reflected (seaward) IG waves using the linear separation

image of Fig.�11


Fig. 12. (a) The Ningaloo Reef cross-shore bathymetry profile along the instrument array transect. (b) Cross-correlation of the amplitude of the short wave envelope |A(t)| at C1 with
the shoreward IG wave time series ηIG at each instrument location with the results from XBeach forced by the swell conditions of 16 June, 05:00. The dotted line denotes the
theoretical linear shallow water speed trajectory obtained by integration of the cross-shore depth profile (including wave setup).

Fig. 13. (a) Bathymetry (zb) andwater levels for referencewhere zs0 is the originalwater level and z0 is the water level inclusive of setup; (b) IGwave flux gradients dFIG/dx (red solid and
blue solid for higher and lower water level respectively); short wave work term 〈UdSxx/dx〉 (dashed lines); bottom friction sink term 〈Uτb,x〉 (dash-dotted line); IG wave breaking
dissipation ε (dotted); (c) incoming IG wave heights Hrms,IG.
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Fig. 14. The fraction (denoted by the colorbar) of total bed shear stress driven by
(a) the mean currents (b) short waves (c) and IG waves, averaged over the duration
of the 2DH model during the peak swell event. The white dots indicate the locations
of the instruments used in the field experiment.
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technique of Guza et al. (1984), i.e. the (small) seaward reflected
components were removed for the purpose of this analysis. For
the incoming wave component, the energy balance for the IG waves
was quantified over the cross-reef transect as (Phillips, 1977;
Schaeffer, 1993):

dFIG
dx

¼ U
dSxx
dx

� �
þ Uτb ;x
D E

þ ε: ð5Þ

Here FIG is the IG wave energy flux of the incoming wave, U is the
Lagrangian flow velocity that includes the incoming IG waves and
mean currents, dSxx/dx is the radiation stress gradient, τb,x is the bot-
tom stress and ε represents IG wave bore dissipation (but includes
also residuals due to nonlinearities, numerical inaccuracy, etc.).
Eq. (5) implies that IG energy across the reef can be either generated
or lost due to the work done by the short waves on the long waves
(first term, right hand side), and that energy may also be lost due to
bottom friction dissipation (second term, right hand side) and IG
bore dissipation (third term, right hand side).

The short wave-induced set up for the two water depths was
about 0.4 m. (Fig. 13a, dashed lines). The IG energy balances for
both cases (Fig. 13b) revealed that the energy flux gradients dFIG/dx
(solid lines) were positive where the short waves were shoaling
and breaking (i.e., xb850 m), as a result of the short waves transfer-
ring energy to the IG waves (dashed lines). At higher tide, there is a
slight shoreward shift in the peak of the work done by the short
waves 〈UdSxx/dx〉 (dashed lines), corresponding to a shift of the
mean surf zone position; however, the magnitude of the work done
is not significantly affected.

From the reef crest shoreward (x>850 m), the IG energy flux gra-
dients reversed signs resulting in a net dissipation of energy towards
shore. This sign reversal coincided with locally large negative values
of the IG wave bore dissipation term ε, which is otherwise near zero
everywhere else. This could be due to local IG wave breaking which
occurs when the IG wave height to water depth ratio becomes large.
From the results for a hypothetical case of no friction (not shown),
the model results displayed significant IG wave bore formation across
the reef flat and lagoon and much more associated dissipation. With
friction turned on, the IG waves did not steepen up to form bores
over the flat and in the lagoon (i.e., for x>900 m).

The two tidal level scenarios show significant differences in the
magnitude of work done by bottom friction dissipation 〈Uτb,x〉
(Fig. 13b). Near the reef crest (750bx b900 m), rates of IG bottom
friction dissipation are higher for the lower water depth case, as a re-
sult of the increase in the IG wave velocities U in the shallower water
column for the same IG energy flux (Fig. 13b,c). Consequently, at
higher water depths, more IG energy flux persists over the reef flat
and lagoon (x>900 m) which is balanced by a larger bottom friction
dissipation (as a result of the higher IG fluxes in this region). This sug-
gests that tidal variability in the IG wave heights on the reef is not due
to significant differences in the rate of IG generation in the surf zone,
but instead is primarily due to the tidal modulation in the rates of
frictional dissipation due to the changing depth of the water column.

6. Discussion

6.1. Model performance: 1D versus 2D

XBeach was found to predict the range of important hydrodynam-
ic processes across a complex reef-lagoon systemwith relatively good
accuracy in both the 1D and 2DH modes for different sets of bottom
friction parameter values. In both modes, the same optimum value
for the short wave friction coefficient fw was found. However, the
current/IG friction coefficient cf was reduced by approximately 50%
in the 2DH case to most accurately predict both the IG wave transfor-
mation across the reef and the mean water level (setup) variations.
The physical reason responsible for the differences between the 1D
and 2DH response can be explained by differences in the mass and
momentum balances that are established across the reef under
these configurations, for two primary reasons.

First, in 1D mode the short-wave action only forces the
shore-normal radiation stress Sxx, with other components of the ten-
sor being zero. This overestimates the generation of normally incident
IG waves relative to the 2DH directionally-spread case (compare
Fig. 4d to Fig. 7d for cf=0.1). This excess IG wave energy thus
needs to be balanced by higher rates of bottom friction dissipation.
However, an increase in cf also causes larger mean water level
(wave setup) gradients, hence explaining the opposing trends found
in Fig. 4 (right hand column). Thus the optimal value of cf is the one
that minimizes the model-data mismatch of both the IG wave heights
and set up. In the 2DH mode, short wave energy is also transformed
into lateral currents (Fig. 8), and hence less IG wave energy is
generated. This requires less dissipation to match the data and thus
a lower value of cf, which causes less setup (compare Fig. 4c to
Fig. 7f). Second, with the inherent assumption of zero (Lagrangian)
cross-reef transport in the 1D model due to the closed shoreline and
lateral boundaries, the depth-averaged mean Eulerian flow balances
the wave-induced mass flux (i.e., Stokes drift) (Svendsen, 1984).
This undertow produces a seaward-directed mean bottom stresses
that leads to enhanced wave setup generated on the reef. In 2DH
mode, there is a significant shoreward-directed Eulerian mean flow
over the reef (see current vectors in Fig. 8) which instead leads to a
shoreward-directed mean bottom stress; this momentum ‘sink’
significantly reduces wave setup over the reef flat and lagoon (Lowe
et al., 2009a). Alternatively, for the 1D case it may also be possible
to implement a shoreward outflow boundary (thereby reducing
wave setup across the reef) by parameterizing the momentum
balance in the lagoon and channel regions that is neglected in 1D,
i.e. following the approach proposed by Lowe et al (2009a); however,
such an empirical approach is not considered in the present study.

We finally note that the absence of a spatially-varying bed rough-
ness coefficient in this implementation of the model may account for
the slight over prediction of the mean water level at the nearshore
(lagoon) measurement station where roughness is generally less
than over the reef flat. Model performance could perhaps be further
enhanced by incorporating detailed maps of bottom roughness as,
e.g., inferred from habitat maps.
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6.2. IG wave dynamics over fringing reefs

The results from this study highlight the importance of bottom
friction to IG wave dynamics over coral reefs, which differs signifi-
cantly from sandy coasts. First, the wide (>1 km) flat lagoon is not
conducive to edge wave trapping that was commonly observed on
beaches, which results in predominantly cross-shore propagating IG
modes. Second, the influence of bed friction in this study also suggests
that IG wave dissipation by bottom friction, as a result of the large
physical roughness, is more dominant on reef systems in contradic-
tion to beaches where nonlinear energy losses of IG waves can be
dominant (e.g., Henderson et al., 2006; Thomson et al., 2006). In par-
ticular, the friction coefficients cf for IG wave dissipation (for the 2DH
case) were also very similar to the coefficients estimated directly
from the field data (Pomeroy et al., 2012). The cross-shore IG energy
budget analysis (Fig. 11) showed that the bottom friction term and IG
wave energy flux gradients were roughly in balance over the reef flat
and lagoon. This implies that dissipation due to other mechanisms
such as steepness-induced (bore) dissipation of IG waves is only
locally (shoreward of the breakpoint) important. In other words,
bottom friction dissipation prevents wave steepening and steepness-
induced breaking of the IG waves that have been observed on sandy
beaches (De Bakker and Ruessink, in press; Ruessink et al., 1998;
Senechal et al., 2001).

Moreover, the results from this study emphasize the importance
of IG waves to coral reef systems, which compared to other hydrody-
namic processes (e.g., short wave transformation and mean wave-
driven currents), have frequently been neglected. The spatial impor-
tance of IG waves versus other processes (i.e., short waves and
mean currents) is illustrated by computing the percentage of the
total bed stress explained by each process, shown in Fig. 14 during
the peak swell event. The components of the bed shear stress are
computed for the mean currents τc, IG waves τIG, and swell waves
τsw, diagnostically as

τc ¼ ρ cf �UE
2 þ �V E

2
	 


τIG ¼ ρ cf U2
E−�UE

2 þ VE
2−�V E

2
	 


τsw ¼ 1
2
ρ f wu

2
rms;sw

ð6Þ

where for the infragravity-wave component only the time-varying
components of the Eulerian velocities (UE,VE) are taken into account.

The results show that mean currents generally account for less
than 20% of the bottom shear stresses that occur over the reef and
throughout most of the lagoon (Fig. 14a). On the forereef and near
the reef crest (offshore of the surf zone), short waves account for
almost 100% of the shear stresses observed (Fig. 14b). However, the
influence of the short waves dramatically decreases across the reef
flat and within the lagoon, typically accounting for b40% of the
shear stresses in the lagoon. Notably, the contribution of IG waves
to the total shear stresses gradually increases across the reef towards
the lagoon and ultimately makes the dominant contribution (general-
ly accounting for up to 50% of the shear stress in the lagoon)
(Fig. 14c). Such spatial distribution patterns of bed stresses have nu-
merous applications to reef systems, which in addition to controlling
sediment transport patterns (e.g., Storlazzi et al. 2011) also control
rates of mass-transfer limited nutrient uptake by coral reef communi-
ties that functionally depends on the bed stresses (e.g., Zhang et al.,
2011) as well as the hydrodynamic forces imposed on reef organisms
(e.g., Grigg, 1998). Moreover, the results indicate that IG waves
should account for much of the shoreline run-up that occurs on
reef-protected sandy beaches (Nwogu and Demirbilek, 2010);
hence, these must be included to properly assess the longer-term
morphological development of reef-fringed coastlines. Overall, from
the results it is clear that IG waves play an important role in the
hydrodynamics throughout fringing reef systems, especially within
the lagoon and shoreline regions where they can eventually dominate
over short waves and currents. It is thus critical to incorporate IG
waves into the context of a range of morphological and ecological
process-studies of reefs, which have historically almost exclusively
focused on the only the role of mean currents and short waves.

7. Conclusions

This study demonstrates that the nearshore circulation model
XBeach with an unsteady wave driver, initially developed for sandy
coast applications, can be used with good skill to predict all of the
key hydrodynamic processes across fringing reef systems (including
important IG wave dynamics). The only modification to the model
equations was the addition of a bottom friction dissipation term in
the short wave energy balance, and the calibration of two bed friction
coefficients (one for short waves and one for (un)steady currents) to
higher values than commonly applied to sandy coast environments.
The parameter associated with short wave dissipation (fw) was an
order of magnitude higher than the parameter cf associated with
unsteady currents (which includes IG waves), consistent with the
frequency dependent response of the bottom dissipation rates
(Lowe et al., 2007). The strict shore-normal forcing in the 1D model
resulted in larger IG wave generation and required higher wave bot-
tom friction coefficients cf to reproduce the field observations. Also,
due to these higher friction coefficients, wave setup was significantly
over predicted in 1D and the variability lagged the observed phasing.
In 2DH, directionally-spread forcing caused significant cross- and
alongshore mean flows leading to lower mean water levels (wave
setup) over the reef and less IG wave generation. As a result, lower
current/IG wave coefficients cf were required in the 2DH modeling,
with these values much more closely aligning with field data and
estimates from other coral reef systems.

IG waves were found to propagate with a dominantly cross-shore
orientation across the reef, with the majority of the energy contained
within the leaky region of the frequency-wave number spectra. Some
weak energy patterns consistent with the presence of edge waves
were observed, but their overall contribution to the IG motions was
minimal. The IG wave height on the reef was strongly dependent
upon the water depth over the reef. Results from the IG wave energy
balance indicated that these IG tidal modulations were primarily due
to differences in rates of friction-related IG wave damping at the dif-
ferent depths. IG wave energy accounted for a significant proportion
of the bed shear stresses observed in the lagoon, whereas the short
waves dominated on the forereef and reef crest. These finding indi-
cate that the dynamics of IG waves are important across fringing
reefs and their lagoons, and hence are likely to have a significant im-
pact on a wide range of reef processes, both physical and biological,
that operate within these systems.
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