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SAMENVATTING

Volgens een bekende vuistregel is iedere zevende golf een hoge golf. Dit geeft aan dat
de door wind opgewekte golven zich in groepen voortplanten; een golfgroep bestaat in
het algemeen uit ongeveer vijf tot tien golven. Wanneer we naar de zee kijken zien we
dus typisch twee soorten variaties van het wateroppervlak: de op en neer gaande korte
golfbeweging en de langzame variatie van de golfhoogte.

Binnen de periode van een enkele korte golf treden fluctuaties op van drukken en snel-
heden, die voor een groot deel, maar niet geheel wegvallen na middeling over deze
periode. Er blijft een netto bijdrage aan de waterbeweging over, die zich uit in een netto
stroming en in een term die te vergelijken is met een druk op het wateropperviak, de
zogenaamde "radiation stress”. Doordat de hoogte van de korte golven variéert in plaats
en tijd variéren ook deze netto bijdragen; hierdoor wordt een lange golfbeweging opge-
wekt met perioden en lengtes die vergelijkbaar zijn met die van de golfgroepen.

Deze lange golfbeweging kan zich zowel dwars op de kust als langs de kust manifes-
teren. De verzamelnaam voor al dergelijke bewegingen is "surf beat”, zo genoemd door
Munk (1949) die ze als eerste op zee heeft waargenomen. Het "surf" slaat op de
brandingszone, waar naar Munk aannam de lange golven worden gegenereerd, en "beat”
(zweving) op het feit dat de lange golven een frequentiebereik hebben dat overeenkomt
met de zwevings- of groepsfrequentie van de korte golven.

Door het feit dat de afmetingen van in de natuur voorkomende zandbanken en andere
kustmorfologische patronen vaak overeenkomen met typische golflengten van golf-
groepen en lange golven is de hypothese ontstaan dat deze patronen ook veroorzaakt
worden door lange golven. In de literatuur worden twee soorten verklaringen gegeven
voor een dergelijk verband.

In de eerste verklaring wordt gesteld dat aan de kust door reflecterende lange golven
een staand golfpatroon ontstaat, hetgeen leidt tot een patroon van netto snelheden dat,
afhankelijk van de plaats boven de bodem, naar knopen of juist naar buiken van de
staande golfbeweging wijst. Afhankelijk van het transport-type ontstaan dan banken bij
de knopen of bij de buiken van dit patroon.

Het probleem bij deze verklaring is, dat deze driftsnelheden zo klein zijn ten opzichte
van bijvoorbeeld de onderstroom in brekende golven, dat ze niet goed waar te nemen
zijn en dat ook moet worden betwijfeld of ze een grote rol spelen.

Een tweede verklaring is de volgende: de variatie van de golfhoogte wekt niet alleen

lange golven op, maar ook fluctuaties in de zandconcentratie. Dit betekent dat de lange-
golf snelheid een sterke koppeling vertoont met de fluctuatie van de zandconcentratie.
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Deze koppeling leidt tot een netto bijdrage aan het zandtransport, die van dezelfde orde
van grootte is als het effect van de onderstroom.

Uit onderzoek naar het modelleren van het zandtransport dwars op de kust (bijvoorbeeld
Roelvink en Stive, 1989) is duidelijk naar voren gekomen dat deze interaktie tussen
korte en lange golven een wezenlijke bijdrage aan het dwarstransport vormt, die met de
beschikbare modellen en concepten niet goed voorspeld kon worden. Dit is de voor-
naamste motivatie geweest voor het in dit proefschrift beschreven onderzoek.

Het doel van dit onderzoek is, een model te ontwikkelen waarmee de korte en lange
golfbeweging in de kustnabije zone gesimuleerd kan worden, en waarmee de voor het
dwarstransport relevante parameters met voldoende nauwkeurigheid kunnen worden
voorspeld.

Hierbij beperken wij ons tot de situatie van loodrecht invallende golven op een in
langsrichting uniform strand, omdat dit een logische eerste stap is, en omdat er genoeg
aanwijzingen zijn dat de bewegingen dwars op de kust tenminste een belangrijk onder-
deel vormen van het fenomeen "lange golven".

Dit proefschrift is als volgt opgebouwd: in het eerste hoofdstuk wordt aan de hand van
de literatuur nader ingegaan op de achtergronden van surf beat en het effect ervan op
kustprofielen.

In het tweede hoofdstuk worden modelvergelijkingen opgesteld, uitgaande van de over
de korte golven gemiddelde behoudsvergelijkingen voor massa, impuls, golfaktie en
golfdichtheid. Hierbij besteden we speciale aandacht aan de zogenaamde sluitings-
vergelijkingen die nodig zijn om het stelsel behoudsvergelijkingen oplosbaar te maken.
Een wezenlijk onderdeel hierbij is het modelleren van de dissipatie van golfenergie door
het breken van gegroepte korte golven, waarvoor een nieuwe formulering wordt voor-
gesteld.

In het derde hoofdstuk bespreken we hoe de modelvergelijkingen worden gediscretiseerd
om ze met behulp van de computer op te kunnen lossen. Hierbij treedt het probleem op,
dat de vergelijkingen alleen gelden op het domein tussen de zeewaartse grens en de
waterlijn. Doordat de waterlijn heen en weer beweegt is dit domein niet constant in de
tijd. Het probleem wordt opgelost door de vergelijkingen te transformeren naar een
rekendomein dat wel constant is in de tijd, en de getransformeerde vergelijkingen in dat
domein op te lossen. Het numerieke schema wordt getest aan de hand van bekende
analytische oplossingen. Ook wordt getest of het schema bestand is tegen discontinue
oplossingen (brekende lange golven) van de ondiep-water vergelijkingen.
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In het vierde hoofdstuk wordt de ijking van de empirische onderdelen van het model
besproken. Het gaat hierbij met name om de formulering voor de dissipatie van golf-
energie door het breken van korte golven. In het hoofdstuk wordt verwezen naar een
als Appendix B toegevoegde publicatie over dit onderwerp.

In het volgende hoofdstuk behandelen we de validatie van het model aan de hand van
door anderen uitgevoerde experimenten in golfgoten. Het eerste geval betreft regel-
matige golfgroepen die zijn gegenereerd door twee golfcomponenten met verschillende
frequentie en amplitude te superponeren (Kostense, 1984). Het model blijkt de variatie
in de lange golfcomponenten ten gevolge van variaties in de opgelegde korte golven
goed weer te geven. Het tweede geval betreft proeven met onregelmatige golven (Van
Leeuwen, 1992). Hierbij wordt veel aandacht besteed aan het genereren van randvoor-
waarden die goed aansluiten bij de tijdens het experiment opgewekte golven. Het model
geeft de gemeten tijdseries van de korte golfenergie en de totale lange golfbeweging
redelijk tot goed weer, terwijl over langere tijd gemiddelde parameters nauwkeurig
worden voorspeld.

In het zesde hoofdstuk bespreken we de invlioed van kustdwarse lange golven op kust-
profielen. Eerst wordt teruggegrepen op proeven die door Roelvink en Stive (1989)
geanalyseerd zijn, en waarin het effect van lange golven duidelijk is aangetoond. De
daarin beschreven effecten blijken nu goed voorspeld te worden door het model. Vervol-
gens wordt aan de hand van een groot aantal simulaties voor realistische omstandig-
heden en kustprofielen onderzocht wat de rol van lange golven in het genereren van
zandbanken is. Hieruit komt als conclusie naar voren dat de kustdwarse lange golven
een belangrijke, doch voornamelijk destructieve rol spelen: het effect van lange golven
is, dat gevormde banken zeewaarts verplaatst worden en daarbij afgevlakt worden.

In hoofdstuk zeven worden tenslotte de conclusies samengevat en aanbevelingen voor
verder onderzoek gedaan.
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ABSTRACT

In this thesis we describe the development, calibration and validation of a predictive
model, code named "SURFBEAT", which describes the propagation of normally inci-
dent wave groups through the surf zone and their associated long wave motions.

The model formulations are based on the short wave averaged conservation equations
for mass, momentum, wave action and wave density. Closure relations are derived from
linear theory, except for those concerning dissipation terms. A new formulation for the
time-varying, short wave averaged wave energy dissipation due to breaking is proposed.

The applied numerical method is tested against known analytical solutions of the non-
linear shallow water equations. The scheme is capable of accurately representing bore
solutions of the shallow water equations; hence the model automatically represents the
breaking of long waves.

Special attention is paid to the calibration of the parameters in the breaker formulation,
and a set of constant parameter values is found for which the formulation is valid over
a wide range of conditions.

The complete model is validated against data from three different wave flume experi-
ments. The first dataset concerns bichromatic waves incident on a plane sloping beach
(Kostense, 1984). The measured quantities are the incident bound long wave amplitude
and the reflected free long wave amplitude. The second dataset was presented by Van
Leeuwen (1992) and concerns random waves incident on a plane sloping beach. Here,
time series of the water elevation measured in a number of points both on the horizontal
stretch near the wave maker and on the sloping beach are available. The third dataset
was presented by Roelvink and Stive (1989) and concerns surface elevation and near-
bed velocity measurements in a wave flume with random waves incident on a sandy
beach of an initially plane slope which develops into a barred profile. The data available
are time-averaged parameters of the incident wave field, the long waves and the
interaction between short waves and long waves.

We conclude that in the context of cross-shore transport modelling the model presented
here is an accurate enough predictive model for the propagation and decay of normally
incident random wave groups and their associated long wave motions over an arbitrary
beach profile. The use of the non-linear shallow water equations for the long wave
motion enables application of the model to severe conditions where the long waves have
high amplitudes or may even be breaking.
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The role of the cross-shore long wave motions on cross-shore profiles is investigated
by numerical experiments over a large number of realistic profiles and incident wave
conditions. We conclude that, at least in the purely cross-shore case, the interaction
between short waves and long waves plays an important, but mainly destructive role in
the behaviour of longshore bars.
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1. INTRODUCTION
1.1 Surf beat

According to a popular rule-of-thumb, every seventh wave is a high wave. The truth
in this saying is the fact that the heights of wind-generated waves are not completely
unrelated to those of previous waves, but that we often see coherent groups of high
waves.

In a system of waves we thus have two characteristic time-scales: that of the individual
waves and that of the wave groups. On the time-scale of individual waves we see an
approximately sinusoidal fluctuation of the water level and the velocity field; on the
time-scale of the wave groups we see the slow variation of the amplitudes of these
fluctuations.

The fluxes of momentum and mass fluctuate within an individual wave period, but do
not average out; on the time scale of wave groups the short wave averaged momentum
flux ("radiation stress") and mass flux ("wave-induced mass flux") vary slowly. The
variation in time and space of the radiation stress and mass flux generates long waves
with periods and wave lengths similar to the group periods and lengths. These long
waves may travel with the wave groups or they may be released as free waves if the
wave groups forcing them change rapidly, e.g. due to breaking in the surf zone. The
free waves generally reflect on the beach, and either escape to deep water ("leaky
modes") or are trapped to the shoreline by refraction as "edge waves".

The collective name for long wave motions on the time-scale of the wave groups is
"surf beat", a term conceived by Munk (1949) which carries the suggestion that the long
waves are generated in the surf zone and which indicates that it is a phenomenon at the
"beat” frequency of the wind waves, the characteristic frequency of the wave groups.

Tucker (1950) measured long waves well outside the surf zone. He determined the
correlation between the short wave envelope and the long wave elevation, for different
time lags, and found a significant negative correlation near zero time lag, but an even
greater, mostly positive correlation at a lag corresponding to the time it takes for a short
wave group to travel to the beach and for a free wave to travel back (for an example
see Figure 1.1). He concluded that the diagrams indicated free waves travelling in
offshore direction, produced by groups of high waves breaking on the beach.
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Figure 1.1  "Correlogram” depicting correlation between short wave envelope and
long wave elevation, at different time lags, a high correlation at time lag
T means, that the long wave signal resembles the short wave envelope
an interval t earlier (From Tucker, 1950)

Longuet-Higgins and Stewart (1962) explained the negative correlation at zero time lag
by the presence of "bound long waves", long waves that are forced by the variations on
wave group scale of the radiation stress and mass flux, and travel at the same speed as
the groups that force them. They also hypothesize that the observed free waves radiated
from the beach are due to reflection of the bound waves, which are somehow released
in the surf zone. At first sight, this would imply that (in contrast with the observations)
the correlation between bound waves and the wave envelope that forces it must be much
stronger than that between reflected waves and the envelope that forced it some minutes
earlier; however, their theory shows that the shoaling of bound waves is much more
spectacular than the "inverse shoaling" of free waves; hence, if the bound waves are
released close to shore, the reflected free waves would have a higher amplitude at the
offshore location than the bound waves, which would explain their higher correlation
with the wave envelope. Still, the mechanism by which the bound waves are released
is not explained by this theory.

Symonds et al. (1982) focus on a different mechanism, which is more in line with the
original hypothesis by Munk (1949) and Tucker (1950). They assume that within the
inner surf zone, the short waves are "saturated", meaning that the variations on wave
group scale have vanished and the radiation stress gradients are constant in time.
Outside the surfzone, they assume that the horizontal variation of the radiation stress is
negligible (and thereby do not include the effect of bound waves). In the transition




region, the break-point moves back and forth; in this region there is a radiation stress
gradient varying in time. This gradient acts as a local forcing, comparable to a wave
maker which generates waves both in onshore direction and (with opposite sign) in
offshore direction. The onshore directed wave is subsequently reflected off the beach
and interferes with the offshore directed wave. Depending on the dimensionless width
of the surf zone, the relative phase of the two free outgoing wave components changes,
resulting in an enhancing or damping of the total free wave radiated from the surf zone.
The fact that such an amplitude variation with the dimensionless surf zone width exists
was confirmed in laboratory experiments by Kostense (1984); however, the quantitative
agreement between the model and his experiments was not convincing,.

Schiffer and Svendsen (1988) improved this model concept by including the forcing
outside the surf zone responsible for the bound long waves. In their model this forcing
is reduced in the surf zone but does not vanish completely since they relax the rigid
assumption of a saturated inner surf zone. Schiffer and Jonsson (1990) compared this
model with Kostense’s (1984) data and now found considerably better agreement;
remaining discrepancies can be ascribed to the lack of bottom friction and the use of
linearized equations in their model.

Apparently bound waves are released in the surf zone and reflected off the beach.
Similarly, bound waves travelling over an uneven bathymetry can be partially released
as free waves; examples are given in Dingemans et al. (1991).

The amplitude of surf beat can be enhanced significantly if resonance conditions occur.
For cross-shore modes, this can happen by partial wave trapping on barred profiles, as
shown theoretically by Symonds and Bowen (1984), or on shallow reefs, as shown in
the field by Nakaza et al. (1990) and confirmed in numerical and laboratory experiments
by Nakaza and Hino (1991). Under these conditions, breaking of the long waves may
be expected to occur, and linearized shallow water equations cannot be used quantita-
tively.

Long waves generated by obliquely incident wave groups can be trapped to the shoreline
by refraction; the ensuing wave patterns are called "edge waves". Edge waves can be
described as cross-shore standing wave patterns propagating alongshore; combinations
of edge waves can produce alongshore standing edge waves. Ursell (1952) has shown
for a plane sloping beach that a discrete number of edge-wave modes and longshore
wave numbers are possible for a given frequency; the number of zero crossings in
cross-shore direction is given by the mode number. The amplitude envelope decays
exponentially with distance offshore from the water line.



Resonant excitation of edge waves by wave groups is possible if the forcing has an
alongshore wave number corresponding with one of the edge wave modes at the group
frequency. This was shown by Gallagher (1971) for low-mode edge waves. Bowen and
Guza (1978) showed that on gently sloping beaches high modes are likely to be excited
at resonance.

The relative importance of edge waves as compared with cross-shore long wave modes
is not quite clear. There are some indications in favour of cross-shore modes. Huntley
et al. (1981) report on field observations that indicate a concentration of energy in edge
waves for the velocity parallel to the shore, but do not find this for the cross-shore
velocity, indicating that other cross-shore modes are more important for these motions.
A study by Lippmann and Holman (1992) describes analyses of bar motions based on
two years of daily video time-exposures. One of their important conclusions is that 76 %
of the variability of the bar crest is explained by cross-shore motions, against 14%
explained by the longshore structure of the bar, which may indicate a dominance of
cross-shore wave modes.

A practical problem with most existing analytical models is that they use an idealized
bottom geometry (e.g. a plane sloping beach), idealized incident waves (e.g. bichro-
matic waves) or simplified equations that preclude their use in predicting the propa-
gation and decay of wave groups and the accompanying long waves. Models specifically
aiming at producing practical predictions sofar have been presented by Lo (1981), List
(1986, 1992). Both use linearized equations and a schematized description of the forcing
due to random waves, which does not include the influence of long waves on the
forcing. These models are formulated in the time domain. Qualitatively, promising
results are reported by List (1992). A spectral approach for long wave generation on
arbitrary beaches is presented by Van Leeuwen (1992), who presents comparisons with
prototype measurements which are promising, but finds less agreement for laboratory
experiments. This may be due to a rather crude treatment of the short wave breaking.

At this moment, the major physical problem in quantitatively predicting the generation
of both cross-shore and edge wave modes of surf beat is the description of the short
wave induced forcing terms, especially inside the surf zone. In random waves the
concept of a saturated zone fails, as was shown e.g. in Thornton and Guza (1983). The
study of Schiffer and Jonsson (1990) clearly shows the influence of including modula-
tion of short waves within the surf zone. A formulation which describes the propagation
of wave groups into the surf zone, the dissipation by breaking and the effect of long
wave velocity and water level fluctuations on the wave groups is sofar lacking.



Developments towards incorporation of a more sophisticated treatment of the short wave
breaking in time-domain models are presented in Sato and Mitsunobu (1991), Symonds
and Black (1991) and Roelvink (1991). The latter is treated extensively in this thesis.
Reniers (1992) presents a model for the generation of long waves due to obliquely
incident waves on arbitrary profiles, which uses a short wave description similar to
Roelvink (1991). His model is still restricted to periodic (in time and longshore space)
wave groups and long waves, but may perhaps be extended to a fully spectral model.

1.2 Effect of surf beat on morphology

The hypothesis that surf beat has an important effect on cross-shore profiles originates
from the fact that the typical length scales of many morphological features on natural
beaches are similar to the length scales of long waves. Two types of explanations have
been offered for the influence of long waves.

In the first type the long wave motion itself is responsible for introducing net transport
effects through drift velocities that occur in the case of standing long waves. In cross-
shore direction, it is quite likely for standing waves to occur, since most of the long
waves incident on a beach will be reflected almost fully. Often, long waves are trapped
to the shoreline on a sloping beach as "edge waves", which form a cross-shore standing
wave pattern which propagates in longshore direction. For a standing wave pattern in
longshore direction to be possible, different edge waves of the same frequency must
occur simulta-neously. In this case, net drift velocities are again possible. Most existing
bar patterns have been explained by various combinations of edge waves; Holman and
Bowen (1982) give an excellent review of all previous studies, and present a generalised
model concept for all possible interactions between two or three edge wave modes,
which is able to generate all of the previously reported topographies. However, some
important questions remain unanswered. First of all, the long wave amplitudes are small
compared to the short waves, except very close to the shoreline. Since the drift
velocities geperated by standing long wave patterns scale with the amplitude squared,
this means that they must be very small compared to the drift velocities related to the
wind waves. Another point is that the interfering edge waves must have a significant
phase coupling, which is difficult to imagine on an uninterrupted beach, but conceivable
in cases of beaches between headlands.

The role of the short waves in the above models is limited to enhancing the time-
averaged level of suspension of sediment. As was first pointed out by Shi and Larsen
(1984), a much more important effect of short waves may be that the amount of sus-
pended sediment is related to the amplitude of the short waves and therefore varies on
the time-scale of the wave groups. Since the long waves act on the same time-scale as



the wave groups, and often are caused directly by these groups, a strong correlation

between the suspended load and the long wave velocity is bound to exist, and thus a

. significant net transport effect. This effect scales with the short wave velocity variance

| times the long wave velocity amplitude and must therefore be much larger than the
effect of the drift velocities in standing long waves. Indeed, it has been shown both
in the laboratory (Roelvink and Stive, 1989) and in the field (e.g. Osborne and
Greenwood, 1992a,b) that this net transport term is of the same order of magnitude as
for instance those related to the return flow under breaking waves or to the asymmetry
of short waves.

Roelvink and Stive (1989) use a simple formulation to estimate the effect of this term.
The direction and magnitude of the interaction term between short wave velocity
variance and the long wave velocity is indicated by their cross-correlation coefficient
and both amplitudes. In laboratory tests and in field data (e.g. Abdelrahman and
Thornton, 1987) this correlation coefficient is seen to change from negative values at
offshore locations to less negative or even positive values near the shoreline. The
negative values offshore are explained by a dominance of the bound long wave effect;
the positive values must be due to short wave modulation caused by depth variations
induced by long waves. In the preliminary model presented by Roelvink and Stive
(1989), a simple empirical formulation is used for the correlation coefficient, which
does not have a general applicability.

1.3 Aim and scope of the present study

The aim of the study presented in this thesis is to develop a predictive model of the
propagation and decay of groups of short waves and the long waves generated by these
groups, and to investigate with this model the effect of long waves on the development
of cross-shore profiles.

We restrict ourselves to the case of normally incident waves, since this is a necessary
first step in the development, and since there are clear indications of the importance of
cross-shore long wave modes. However, the obstacles to extending the model concept
presented here to two dimensions are mainly prac-tical.

The general lay-out of the thesis is as follows. In Chapter 2, the model formulations
are derived from the basic short wave averaged conservation equations. The numerical
scheme used to solve the resulting set of differential equations is discussed in
Chapter 3.

I



The model contains some coefficients that need to be calibrated, mainly in the formu-
lation of the dissipation through wave breaking. This is presented in Chapter 4. The
overall model is then validated against laboratory experiments of bichromatic waves
(Kostense, 1984) and random waves (Van Leeuwen, 1992), results of which are presen-
ted in Chapter 5.

In Chapter 6, effects of the interaction between long waves and short wave groups on
cross-shore profile evolution are investigated for a range of incident wave parameters
and profile shapes. These effects are also quantitatively compared with other profile-
shaping mechanisms.

Conclusions are finally presented in Chapter 7.



2. MODEL FORMULATIONS
2.1 Introduction

Several models have been presented in literature which describe one or more aspects
of long-wave generation and propagation on the time-scale of wave groups (Longuet-
Higgins and Stewart, 1962; Symonds et al., 1982; Symonds and Bowen, 1984;
Abdelrahman and Thornton, 1987; Schiffer et al., 1990; List, 1986, 1992). These
models are well suited to clarify specific aspects, but generally use strong
schematizations in either the hydrodynamic equations or the bottom geometry and
therefore cannot be used as an accurate predictive model for the interacting wave
group/long wave system on an arbitrary profile. The main schematizations in the present
literature are in the description of the wave group propagation and attenuation, in the
(linearized) form of the long wave equations or in the profile shape. The model
presented here is aimed at improving this situation.

In this Chapter, we discuss the basic conservation equations, schematizations applied
to these equations, closure relations that are required to solve these equations and the
general behaviour of the resulting system of equations.

Parts of this Chapter have been published in slightly different form in Roelvink (1991).
Parallel to the development of this model, other researchers have been developing
similar models, e.g. Sato and Mitsunobu (1991), Symonds and Black (1991).

2.2 Basic equations

The basic equations applied in the model are derived from Phillips (1977); they are
based partly on work by others (Longuet-Higgins and Stewart, 1964; Whitham, 1974).
We consider the case of wave groups normally incident on an arbitrary beach which is
uniform alongshore. As was discussed in Chapter 1, we consider two characteristic time
scales: that of the individual waves and that of the wave groups and associated long
waves. We assume that the time scale of the short wave fluctuations is much shorter
than that of the wave groups. The behaviour of wave groups and associated mean flows
and long waves is then described by the following short wave averaged conservation

equations:




Conservation of momentum:

Phillips’ equation 3.6.7 for the one-dimensional case reduces to:

z 2
%L pudz + = L(pu2+p)dz “Pyad + 7 = 0 @.1)
where d is the still water depth, z, is the water level, p the density of water (assumed
constant), u the horizontal velocity averaged over turbulence, p the pressure, p, the
pressure at the bottom and 7, the bottom shear stress. The overbar denotes averaging
applied to the fluctuations associated with the short waves, which are assumed to be
much shorter than the long waves. Let:

u=U+u’ (2.2a)

where U is the long wave component, invariant with depth, and #’ is the
fluctuating component of the velocity;

h=d+Z (2.2b)

where A is the total water depth, averaged over the short waves;

Q,=hU+QworU=%-gi (2.2¢)
h h

where Q, is the total average flux:

0 = [udz (2.2d)
=d

and Q, is the wave-induced flux:

Q, = [ud 2.2¢)
d

The first term in equation (2.1) can now be written as:

3 [ ] _ d

— = _pU@ = 2.3

z _L pudz = 2 pU@+E) +00,) = 500, 2.3)

9



The second term in equation (2.1) can be elaborated to:

Z

s

Z

a 2 d 2

_ dz = U2 2 / ! -

p L(pu +p)dz = — Lp +2pUu’ +pu' +p)dz
o [pnU?+2000, + [ ou”+p)az
ax i
o | (0r-03) %
— | —_—7 d.
- [+ _L(pu +p)dz

(2.4)

Under the assumption that the vertical accelerations in the long waves are negligible
compared to the acceleration of gravity (the "shallow water approximation"), the third

term is reduced to:

d —d d
—d=p, —d = h—d
p, ld Dy 7 P 7

Substitution of equations (2.3) to (2.5) into (2.1) yields:

3 s (0:-0}) L0

ad
250, + (pu’>+p)dz = pgh 2

e e ;

%
Using the common definition of radiation stress:

zl

Sy = [ (ou’* +p)dz - %pgh2

=d

and neglecting variations of the density p, we get:

o o |leel) s, 1,
#e w5

Ty

od
=poh_~ - 2
J ox 0

_.Tb

2.5)

(2.6)

2.7

(2.8)



Conservation of mass:

The short wave averaged mass conservation equation, because of the definition of Q,,
and again neglecting variations in density p, simply reads as:
a i)

Fht 00 2.9)

Conservation of wave action:

The conservation of wave action is described by:

+2cyE._D (2.10)
ox ¢ W, %)

r

d E
7y

where E is the short wave energy, C, is the group velocity at which the wave action
Elw, propagates in the absence of a long wave velocity, w, is the intrinsic frequency
of the waves, viz. the short wave frequency observed when travelling at the velocity U,
and D is the rate of wave energy dissipation. All these properties are slowly varying
on the time scale of wave groups.

Conservation of waves:

The kinematical conservation equation for the waves reads:

ok | Ow
— +22=0 2.11
at ax @10
where k is the wave number of the short waves and  the absolute frequency.

2.3 Simplified set of equations

The set of equations (2.8) through (2.11) can be simplified by neglecting all kinematic
and dynamic effects of the long waves on the short waves, except for depth variations.
This is reasonable since in most cases the long wave particle velocity is much smaller
than the group velocity. We further assume that the spectrum is sufficiently narrow-
banded that we can neglect the variation in time and space of the frequency «.

The primary motivation for making these assumptions is that the system becomes much
more manageable and the behaviour more predictable. Near the shoreline, current

11



refraction effects will have an influence on the short wave energy modulations, but we
assume that the water depth variations related to the long waves are much more
important for the (depth-limited) short waves. The prediction of the propagation of short
wave groups will be less accurate if the group velocity is modulated in time, as is the
case with broad-banded spectra; however, if the area of interest is only in the order of
some wave lengths, this effect will be limited.

It will be shown in Chapter 4 that these assumptions do not lead to unacceptable errors;
for the purpose of this study, we restrict ourselves to the following reduced set of

equations:

%Q[+% (‘2_‘2;Q_5)+%+%gh2 =gh%§—§ 2.8)
aﬁth;fa_iQ,:o 2.9)
%E N a_ngE - -D 2.12)
%w -0 (2.13)

We see that the wave action equation has now been reduced to a wave energy balance
equation, and that equation (2.11) has been reduced to equation (2.13).

2.4 Closure relations

We now have a system of three time-dependent first order differential equations in 0,.h
and E, respectively and known variables p, g and d. We therefore need additional
equations for @,, S, C,, 7, and D.

2.4.1 Short wave parameters

The first three parameters can be derived from linear short wave theory for progressive
waves. The choice for linear theory is defendable in view of other schematizations that
are made, and since we are not interested in the particulars of the short waves, but only
in integral properties. The expressions provided by linear theory are robust and do not
’explode’ in shallow water as many non-linear expressions do. The restriction to

12




progressive short waves is justified since on gently sloping beaches most short wave
energy is dissipated rather than reflected.

We solve k from the linear dispersion relation:

w? = gk tanh kh (2.14)
for given w = w, and A ; the propagation speed C is solved from:

C=uwlk (2.15)
The group velocity is given by:

C, = 21 (tanh kh + kh (1 - tanh?kh) ) (2.16)
w

4

The radiation stress S, can now be computed from:

s.-eS-LE @.17)
xx '6 7 .

and the wave-induced flux Q, is given by:

E

= >C (2.18)

Q.
Note that E and A in these expressions still vary on the wave group scale. The angular
frequency w in these expressions is a constant representative frequency, usually close
to the angular peak frequency @, = 27 f,.

2.4.2 Bottom friction

The description of the bottom shear stress under combined breaking or non-breaking
short waves and long waves is extremely complex. At present, no satisfactory
formulation is available. In view of the fact that we expect bottom friction to play a
secondary role in our problem, we take the simple formulation:

10,-0,1(@0,-9,)
h2

pf,\U\U = ~pf, (2.19)

where f, is a friction coefficient that has to be determined through calibration.

13



2.4.3 Wave energy dissipation
Basic concept

In a random wave train, the process of energy dissipation due to wave breaking is
extremely complex. If it were possible to plot a time series of the instantaneous dissipa-
tion rate at a given location and water depth, this would show intermittent peaks with
random height and spacing, which cannot be described in a deterministic way. Even
when a moving average is applied over some short wave periods, the slowly varying
dissipation rate will still have a random component. However, we can expect that this
slowly varying dissipation rate will also have a systematic component which depends
on slowly varying characteristics of the short waves, in particular the wave energy. This
systematic component, which is the expected value of the dissipation rate per unit area,
D, for given E, can itself be seen as the product of two components:
D=PD

bbb

(2.20)

where P, is the probability that a wave of a given energy density E is breaking in the
given water depth and D, the expected value of the dissipation rate in a breaking wave,
given that its energy density is E. Both P, and D, vary on the time-scale of the wave
groups and so does D.

Dissipation in a breaking wave

In order to model the dissipation D, in a breaking wave, we use the well-known

analogy between breaking waves and bores, which results in the following approximate

expression (Battjes and Janssen, 1978):
o H?

Db = —png

1 (2.21)

where f is the frequency, H is the height of the breaking wave, A the water depth and«
a calibration coefficient. Battjes and Janssen assume all breaking waves to have the
maximum wave height H_; as this maximum wave height is of the order of the water
depth, the expression reduces to:

D, = 5 08fH, 2.22)
As in our case the height of breaking waves is allowed to be considerably smaller than

the maximum wave height, equation (2.21) should be used in principle. However, it can
be argued (Stive and Dingemans, 1984), that the water depth in equation (2.21) should

14
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rather be seen as a depth to which the breaking-induced turbulence penetrates, which
is of the order of the wave height. In this case, the dissipation can be written as a
simple function of the energy of the breaking waves:

D, =2afE (2.23)

where the peak frequency f, has been taken as a characteristic measure of the fre-
quency.

Probability of breaking

In general, waves break when locally the wave front becomes too steep. For irregular
waves this may be the result of several mechanisms, such as interaction between short
waves, interaction between wave and bottom or between wave and current or wind. For
simplicity, we shall not consider the effects of current or wind on wave breaking. Even
then, the processes involved are extremely complex and no accurate model is available
to predict the probability of breaking in irregular waves. Therefore, a simple empirical
approach is chosen, based on some crude assumptions.

These assumptions are:

1. The probability of breaking depends only on local and instantaneous wave para-
meters. In reality, it also depends on the history of the individual waves, but the
breaking process, especially in random waves, has a time-scale which is short
compared to the wave group scale, so this effect can be neglected.

2. The basic parameters governing the probability of breaking are the local and
instantaneous wave energy and the water depth.

3. In principle, waves of any energy may be breaking or non-breaking. However, the
probability of breaking should increase monotonically towards 1 for increasing
energy or decreasing water depth.

Thornton and Guza (1983) propose the following empirical ’weighting function’, which

can be interpreted as the probability that a wave of height H, in a wave train with
overall root-mean-square wave height equal to H,_, is breaking in a water depth h:

P, =

H,, _ _H,
W} [1 exp[ (%)]]Sl (2.24)
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According to this expression, the probability that a particular wave in an irregular wave
train is breaking not only depends on the height of this wave relative to the water depth,
but also on a characteristic height parameter of the whole wave train (i.c. H, ). This
would imply that the breaking process in a given wave group is influenced by events
on a much greater time-scale, which seems unlikely and is in contradiction with our
assumption 1. We therefore propose a different form:

3]

where H = /8E[pg, v is a coefficient and n is an exponent. In Figure 2.1 this func-
tion is plotted for several values of n. It can be seen that the steepness of the function
increases with increasing n. The optimal values of y and » will have to be determined

P,(Eh) = 1-€xp (2.25)

empirically.
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Figure 2.1  Plot of the function Y = 1 - exp(—X ") Jor n = 5 (line interrupted by
one dot), 10 (two dots), 20 (three dots)

Conditional expected dissipation rate for waves with given energy

The expected dissipation rate, given a specific value of E, is now simply found by
substituting equations (2.23) and (2.25) into equation (2.20), which leads to:




2af,E (2.26)

n
D(Eh) = [1 —exp | - [ﬁ]
vh
This equation describes the dissipation rate for a given (random) wave energy and water

depth. The calibration of the coefficients ¢, y and » and the verification of the formu-
lation as such is described in Chapter 4.

2.5 Discussion of the system of equations

The set of equations is now complete. Here, it is useful to discuss some aspects of its
characteristic properties. The combination of equations (2.8) and (2.9), apart from short
wave terms, describes the propagation of free non-linear shallow water waves, which
travel at a propagation speed of approximately \@7 and which may be reflected on the
beach slope. The equations also allow for breaking of these long waves (see e.g.
Hibberd and Peregrine, 1979), although this will not usually happen.

The wave energy balance (2.12) describes the propagation and dissipation of the time-
varying short wave energy over the profile; a fluctuation of the wave energy at the
seaward boundary will propagate towards the shore at the group velocity C, . In the surf
zone both the fluctuations and the mean energy are damped by dissipation, although
some fluctuations remain because of the water level variations associated with the long
waves.

The fluctuation of the short wave energy both in time and in space directly implies a
fluctuation of the radiation stress S, , which results in a forcing term in the long wave
equations that induces so-called bound long waves that travel at the group velocity (e.g.
Longuet-Higgins and Stewart, 1962). The average radiation stresses also drive a mean
water level set-up.

The water level fluctuations due to long waves influence the group velocity and the
dissipation term in the short wave energy balance. This means that the system is
interacting and that the three equations must be solved simultaneously.

2.6 Boundary and initial conditions

The boundary conditions for the three variables E, Q, and A at the seaward and the
landward boundaries are discussed in the following Sections.
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2.6.1 Seaward boundary

At the seaward boundary, the (constant) frequency  is prescribed and the incoming
short wave energy E is specified as a function of time. The related incoming bound
long wave is computed from the linearized solution for a horizontal bottom as given by
Longuet-Higgins and Stewart (1964):

0-<Q > = _C_g(E-<E>)LC_(2)'5) 2.27)
P (gh-Cy;)

h-<h> = l(E—<E>).(2C3/—C_(2)'5_) (2.28)
P (gh-C;)

where the < > denote averaging over the wave groups. Since within our model area
long waves are generated and reflected as free waves, which cannot be prescribed
beforehand, we have to ensure that these free waves can propagate out of the model
area undisturbed. This is achieved by using a so-called weakly reflective boundary
condition. We use the fact that the incoming bound waves travel at the known group
velocity C,, whereas the out-going free waves travel at velocity ;/gT , so for each
parameter p, where p is Q, or h, we can write:

ai Poconig *+ €, aip,.mmg =0 (2.29)
3 Puugore = VB Doy = O 2.30)
Since p equals the sum of p,,. .. and p ... » it follows that:

2P = A+VBRIC) 2 Py + VB 2P 2.31)

This provides an adequate boundary condition for both Q, and 4.
2.6.2 Landward boundary

The landward boundary is defined at the "water line", a moving point where the water
depth h has a small fixed value &. The water line moves at a velocity U, = Q,/8.
Here, the short wave energy E can be set to zero, since most energy will have been
dissipated. The boundary condition for Q, then follows from:

Dh _ ok , . Ok

—_— = — — =0 .
Dt at " ox 2.32)
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Since from equation (2.9) we have:

oh oh U,
et U —+h___~ = .
ot T ox ¥ ax 0 2.33)

and since £ = 6 at the water line, we get the simple condition:

d a
S Ui=00r —0Q/h =0 (2.34)

2.6.3 Initial conditions

Since the long waves are allowed to propagate out of the model area, the effect of initial
conditions vanishes after the time required for long waves to travel from the seaward
boundary to the shore and back. As initial conditions, we set E and @, to zero and seth
at the still water depth ~d.
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3. NUMERICAL SCHEME
3.1 Introduction

In this Chapter we discuss the numerical scheme used to solve the set of differential
equations (2.8), (2.9) and (2.12). First, the equations are transformed from the physical
domain, which has a moving landward boundary, to a fixed computational domain. We
then describe the discretization of the transformed equations, and the stability condition.
The scheme is validated against known analytical solutions of the non-linear shallow
water equations, and its ability to represent bore solutions of the non-linear shallow
water equations is verified. The method has been implemented in a computer program
with code name "SURFBEAT".

The author gratefully acknowledges the help of his colleague H.A.H. Petit, who
designed the numerical method.

3.2 Transformation of the equations

The physical domain in which the equations are valid ranges from the seaward boundary
to the water line. The fact that the water line moves up and down poses a problem in
defining the boundary conditions at the water line. This problem can be tackled in two
ways. Hibberd and Peregrine (1979) describe a solution for the case of shallow water
equations that uses a fixed computational grid. Although good results are obtained, the
method is complicated and is difficult to convert to efficient and transparent computer
code. An alternative is to transform the equations from the physical domain where the
landward boundary moves, to a fixed computational domain. This greatly simplifies the
description of the landward boundary. An additional advantage is, that the transfor-
mation can be designed in such a way, that an efficient, non-equidistant grid spacing in
the physical domain is transformed to an equidistant grid spacing in the computational
domain. A standard numerical scheme with second-order accuracy can then be applied
to solve the tranformed equations.

The set of equations (2.8), (2.9) and (2.12) is of the following form, in vector notation:
av . af(v) dp

AR = 3.1
= " ~ax o(v) T +q(v) 3.1)

The functions f and ¢ need not be linear in their arguments.

We now use a transformation to general time dependent coordinates of the following
form:
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7=t (3.2)

J W()dg
= X0

J W(ds

¢ 3.3)

in which W is a one-dimensional weighting function. This transformation transforms
the interval in the x-domain:[0,X (f)] which depends on the time coordinate ¢ , to the
fixed interval [0,1] in the £ domain. The transformation to the 7 domain is trivial. By
choosing an appropriate weighting function W we can affect the distribution of grid
points in the physical domain. As will be discussed in Section 3.3, we aim at a distri-
bution that yields an almost uniform stability condition for the time step throughout
the domain. For now, in order that the inverse transformation functions x(7,£) and
#(7) exist the function W has to meet the requirement that it does not change sign in the
interval [0,X (1)].

The position of the water line X () is the solution of an ordinary differential equation:

dx (1)
dr

=U(,X (D) (3.4)
since the water line moves at a speed equal to the long wave velocity U, = Q,/h.

In Appendix A we describe how the set of differential equations is transformed to the
new coordinate system. Here we produce the result:

L T090.0)+ 5 1) 5. 8) <) =
T daf (3.5)
T, (1.8 (009 (5, B, (.0) +q (¥ (2. 8))
BED o1 (.6)
where,
X(7)
w(od
. ©a o)< EHED) KD
O w1 Waemh) Tar

#(r,£) =v(r.x(7,£)) and ﬁx(f,£)=%(x(r,£))-
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Equation (3.5) can be written as:

v  aRV,7.H)

Fr Al =R(V,7,£), 3.7

so it has exactly the same structure as Eq.(3.1).
3.3 Discretization of transformed equations

The set of differential equations (3.5) in the (7,£) domain is integrated numerically on
an equidistant spatial grid:

£ =iA', for i=0(L)N.

The time steps are constant as well: 7,=jA7 and therefore 1,=jAT.
In the physical domain (¢,x) this introduces a time-varying, non-equidistant grid with
grid points x/ which satisfy the equation:

x/

i [W(f)di’

S’:N:XM)— for i =0(1)N (3.8)

1 W(Hds

The scheme we use is Richtmeyer’s predictor corrector scheme; the discretization of
Eq.(3.7) now becomes:

Predictor:
V’.Iifi——(V{mV’}) —§<F,*1—F£)+_<R,+l +RY) 39

where F{,] =F(V{+1’Tj'éi+l) qu 'R(an: aE,‘..,]) >

Fine j+12 j+lr _ j+112
|+1/2 F(Vnm, ]+1/2 ’EH]/z) and Ri+1/2 R(V,*m, ;+1/2’E;,1/2)
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P i A A 2 2
X2 =x +E;T’(34 U7, 1)-14 U7, , 1) +4 Uf7,,,1)) (.10

_ [ W) dg
%12 is solved from £,,,, = Hzlvl 2- 2 for i =0 (1) [N-1].
[ W()dy
Corrector:
Jel _yri AT e pisiny AT pjaan | pjen
Vi _Vi"——‘(Fhl/Z _Fi-l/2) +—'"'(Ri¢]/2 +Ri—1/2) (311)
Af 2
X=X+ ?; (2307, 1)-16U (7., 1) +5 U,(7,,.1) (3.12)
!
, 1 W) ds
x is solved from: Ei=1_lv = , for i =0 (1) [N-1].
1 W) dy

The schemes that are used to solve Eq. (3.6) are (3.10) and (3.12), these are both third
order Adams-Bashforth methods.

3.4 Stability condition
The linear stability condition for the Richtmeyer scheme is
NAT
<1 3.13
Y: (3.13)
where A is the largest eigenvalue of dF/dV in absolute sense.

The largest eigenvalue of df/dv in equation (3.1) can be approximated by u +ygh .

Since 7, and T, are both scalar functions, the largest eigenvalue in the transformed

problem (3.5) becomes:

)\=£+ﬁ+vgﬁ
T, T,
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Stability condition (3.13) can now be written as:

X - X(n)
Wx(r,£))i(r,£) - § WX (7)) 77—’ +Wx(r,£)) Ygh(7,§) < %E; [[ W(§)d§ (3.14)
The condition we use to replace Eq.(3.14) is:

A X(7)
W(x(7,£)) Vg (h(0,8) +¢) SA—f 1 w(Hds (3.15)

where fz(O,E) is the still water depth and € is a small positive number. A convenient
weight function now becomes:

Wy 1 (3.16)

v8(h(0,x) +¢)
With this choice the CFL stability condition (3.14) can now be replaced by:

X(n
ATSAgl 1 4 (.17

V& (h(0.x) +e)

By replacing X (7) in Eq.(3.17) by a lower boundary of X (v) we found a constant
value for A7.

3.5 Validation of the numerical scheme
3.5.1 Comparison with analytical solution

The scheme has been compared with analytical solutions of standing long waves on a
plane beach as given by Carrier and Greenspan (1958); a first example is given in
Figure 3.1. In this example, a sinusoidal wave with period of 10 s is generated in a
water depth of 0.50 m, and propagates and reflects on a plane 1:25 slope. The ampli-
tude is chosen such that it is half the amplitude at which wave breaking would occur on
the slope. The numerical grid consists of 50 points, and the weighting function W is
chosen according to equation (3.16). The value of € in this function is chosen as small
as possible; in this case € = 0.025 m. The time step is set at .1 s, at which value the
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Courant number is in the order of 0.7 throughout the domain. The fixed water depth

at the water line, 8, is set at a value of 0.001 m. To facilitate the comparison with the

analytical solution, the computed water level and velocity are non-dimensionalized with

the bottom slope s, the acceleration of gravity g, the period T and the shoreline
| amplitude A according to the solution for linear shallow water waves. Very small
| deviations in the water level occur at the shoreline; the velocity exhibits small wiggles
| in the uprush-phase. These deviations disappear if the number of grid points is
‘ increased, as is shown in Figure 3.2, where the number of grid points is doubled to 100
| points, and the time step reduced to .05 s.
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Figure 3.1  Comparison of numerical (thin lines) and analytical (thick lines) solution
of standing long wave on a plane sloping beach; dimensionless elevation
(top) and velocity (bottom). 50 Grid points
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Figure 3.2  Comparison of numerical (thin lines) and analytical (thick lines) solution

of standing long wave on a plane sloping beach,; dimensionless elevation
(top) and velocity (bottom). 100 Grid points

3.5.2 Breaking long waves

The non-linear shallow water equations by which the long waves in our model are
described allow for discontinuous solutions or bores, and thereby automatically capture
breaking of shallow water waves; see Hibberd and Peregrine (1979). Although in many
cases the long waves associated with surf beat are very long, low-amplitude waves,
under severe circumstances they may be breaking, as was shown in a dramatic way by
Nakaza et al. (1990). We must therefore require that the scheme is capable of repre-
senting breaking waves reasonably accurately. Since the scheme we have chosen is
increasingly dissipative for higher frequencies, it is well suited to capture shocks, as is
shown by the example in Figure 3.3. Here we have prescribed an incident wave
amplitude of 0.10 m at a water depth of 10 m, for waves with a period of 60 s which
subsequently break on a plane 1:50 beach. This can be seen as an extreme case for
natural beach conditions; a friction factor f, = 0.02 was applied. In the upper part of
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the Figure, the solution is shown for 50 grid points and a time step of 1.0 s; the middle
part is for 100 grid points and a time step of 0.5 s. Apart from the fact that the shock
is sharper for 100 grid points, the differences are negligible; the minor oscillations at
the breaking wave front are kept in check by the fact that the scheme is dissipative for
high frequencies.
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_0.00
e
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X (m) ——

Figure 3.3  Surface elevation at intervals of 1/6 wave period for a breaking shallow
water wave on a plane beach; upper: 50 grid points, 1 s time step;
middle: 100 grid points, .5 s time step; lower: (part of) bathymetry and
initial water level

27



3.6 Conclusions

A numerical method was designed for the non-linear system of equations (2.8), (2.9)
and (2.12). In order to avoid a complicated treatment of the water line, the system of
equations is transformed from a non-equidistant and time-varying physical domain to
an equidistant and constant computational domain. A standard scheme of second-order
accuracy is used to solve the transformed equations.

The numerical method which is applied has been tested against known analytical
solutions of the non-linear shallow water equations. These solutions are reproduced
accurately; small oscillations may occur near the water line; these disappear when the
number of grid points is increased. The scheme is capable of accurately representing
bore solutions of the shallow water equations; hence the model automatically represents
the breaking of long waves.
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4. CALIBRATION OF THE MODEL COEFFICIENTS

The model formulations given in Chapter 3 contain a number of empirical coefficients
that have to be determined through calibration. These coefficients are related to the
dissipation of short wave energy by breaking, and to the bottom friction term in the long
wave momentum equation.

4.1 Dissipation by short wave breaking

The slowly varying dissipation of short wave energy by short wave breaking, D is
modelled as the product of the conditional probability that waves are breaking P,, given
the energy E and the water depth A, and the expected value of the dissipation D, in
breaking waves of given energy E:

D(E ) = [1 - exp [- [ﬂ] '
Yh

Here, P, is the factor in the outer brackets. The formula contains three empirical
coefficients: two, namely y and » related to the probability of breaking, and one, @,
related to the dissipation in breaking waves.

2af,E (2.25)

A problem in calibrating these coefficients is, that the time-varying dissipation rate
D cannot be measured directly. The only way to overcome this problem is to build the
formulation into models that predict measurable quantities, such as the average dissi-
pation, the fraction of breaking waves and the mean wave energy, and by verifying
these models both externally and internally. This process is described in detail in
Appendix B. Here, we reproduce the main line of thought.

In order to compute the measurable parameters mentioned, the formulation (2.25) was
incorporated in two types of models that describe the transformation of the mean wave
energy across a profile. In the first, probabilistic approach, a given probability distribu-
tion of the wave energy at the seawardmost point is divided into a number of classes;
the transformation of each class across the profile is then computed by:
d

o EC, = -D 4.1)
This approach is equivalent to our model, if long wave effects on the short wave
transformation are neglected. The mean energy at a given point is computed by combi-
ning the solutions of (4.1) for all classes.
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In the second, parametric approach, the energy balance equation is averaged over a time
which is long compared to the wave groups; this time-averaged energy balance is solved
directly:

d
— <ECp = -<D> 4.2)

In this case, we have to give an expression for the time-averaged dissipation <D>. This
is obtained by assuming that the probability distribution of the short wave energy has
a shape that is constant or depends only on time-averaged parameters. In this case,

<D> = [p(B)D(E)E .3)
0

Three different shape functions for p(E) used in the literature have been tried, viz. a
Weibull distribution, a Rayleigh distribution and a clipped Rayleigh distribution (see
Appendix B). It turns out, that if we define:

H, - ‘ 8<E> (4.4)
pg

we can in all three cases write for the time-averaged dissipation:

<D> =f(—lé,n] 2aj;,<E> 4.5)
vh

where the function f depends on the choice of the shape function for the probability
distribution of the short wave energy.

Since there are many data sets available on the transformation of H, (often termed
H_ ) across the surf zone, this parameter was used for the calibration.

A total of 11 data sets containing 159 measuring points of H, were used for the
calibration. Two overall measures of the accuracy of the models were applied, viz. the
mean and root-mean-square error of Hp, made dimensionless with its value at the
seawardmost point. These measures were computed for a number of combinations of
n, o and v, for the probabilistic model as well as for the three parametric models.
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For different values of n, the optimum combination of @ and y was obtained by
drawing isolines of the error indicators in the @,y -plane and visually determining the
approximate location of zero mean error and minimum rms-error (see Appendix B,
Figure 2 a-g). By refining the a,y -grid locally a more accurate location of this optimum
was then found. It turns out that the results are not very sensitive to the value of n. The
best results were obtained for # near to 10. Therefore, in the following the value
n = 10 has been used. The probabilistic model gave the most accurate overall results
for the combination of a=1.0, y=0.55 and n=10 (Appendix B, Figure 3 a-z).

Additional data sets were added for independent verification, with reasonable result. The
overall rms error over 28 data sets containing 389 data points was approximately 9%
for these fixed coefficient values. Visual inspection of the individual data sets shows that
the computed curves of H, generally follow the data points quite well. Additional veri-
fication of the model against data on internal parameters is discussed in Appendix B.

The dependence of the coefficient ¥ on the incident wave steepness in the model
presented by Battjes and Janssen (1978) and calibrated and verified by Battjes and Stive
(1985) was not found in the present formulations, in which the limiting water depth is
the only mechanism that causes wave breaking. Apparently, including a limiting wave
steepness as a cause for wave breaking does not improve the model, at least in near-
shore applications.

The conclusion is, that the dissipation formulation produces accurate results over a
range of conditions with random waves, for constant values of the coefficients. It can
therefore be expected that no in situ calibration of these coefficients will be required for
practical applications.

4.2 Bottom friction

The problem of describing the effect of bottom friction under a combination of long
waves and non-breaking or breaking short waves on the long wave motion is as yet
unsolved. It is unlikely that the bottom friction coefficient £, in the simple formulation
in equation (2.19) has a constant value for a wide range of circumstances, so a
calibration procedure similar to that for the dissipation formulation is not meaningful;
besides, no data of similar quality are available to compare the model against. However,
based on the comparison of the overall model with laboratory experiments, discussed
in Chapter 5, we can tentatively recommend a value in the order of 0.02 if no data are

available.
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5. VALIDATION OF THE MODEL AGAINST LABORATORY DATA

Except for the friction coefficient, for which no calibration data are available, the
coefficients in the model have now been determined. A validation against measurements
to ensure that the basic mechanisms are represented in the model, and to assess the
accuracy is described in this Chapter. We restrict ourselves to laboratory cases that are
basically one-dimensional, in accordance with the main restriction of our model. Two
data sets are used for validation: one presented by Kostense (1984), which concerns
bichromatic waves, and one described in Van Leeuwen (1992), with random waves.

5.1 Bichromatic waves
5.1.1 Experiments

We start the validation of the SURFBEAT model by comparing results with laboratory
experiments by Kostense (1984), which refer to wave channel tests of bichromatic
waves on a plane beach. The experiments were carried out with active wave absorption
and second order wave generation, enabling undisturbed, stable and accurate measure-
ments. They cover a range of primary frequencies, group frequencies, amplitudes and
modulation rates and are therefore well suited to verify the predictive ability of the
model. The primary waves in these tests were made up of two frequencies generated
in a water depth of 0.50 m and broke on a plane cemented beach of a 1:20 slope after
travelling over a horizontal stretch. In Table 5.1 the ranges of amplitude and frequency
of the primary waves are given.

Series , .?_2 W, Aw
M
(m) (m) (rad/s) (rad/s)
A 0.055 0.2 3.1 0.3-0.9
B 0.055 0.2 4.1 0.3-0.9
C 0.035-0.080 0.2 4.1 0.77
D 0.030-0.085 0.2 3.1 0.61
E 0.035 0.8 4.3 0.3-0.9

Table 5.1 Ranges of primary wave parameters in Kostense experiments
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In series A, B and E, the effect of varying the difference frequency is studied for fixed
primary wave amplitudes; in series C and D the effect of varying the primary wave
amplitude is shown for a fixed difference frequency. Series A through D were carried
out with weakly modulated waves; series E with strongly modulated primary waves.

5.1.2 Boundary conditions

For a given set of primary waves, the input boundary conditions for the numerical
model are defined by:

1. . . n
E =pg [ioﬁ + ) + A, cos(Aw t)] (.1)

The accompanying bound long wave, which is also generated in the experiment, is
given by Longuet-Higgins and Stewart (1964):

1,71,c08(Aw ) 5.2)

C
h-F=-g [(2%-0.5) / (gh - C)

7,11,c08(Aw t) (5.3)

C, 2
0 =-8C, (Z_C.—O.S)/(gh -C)

In order to prevent re-reflection of long waves at the seaward boundary, a weakly
reflective boundary condition is used as described in Chapter 2.

5.1.3 Simulation procedure

The procedure to simulate the experiments with the model is as follows. For a given set
of primary waves, the model is run until a periodic solution is reached. The surface
elevation time series are then split into three components, viz. the incoming bound
wave, the reflected free wave and an incoming free wave. Incoming free waves are
negligible since they are not generated and since the weakly reflective boundary
condition allows waves reflected from the beach to propagate out of the model area. The
amplitudes of the incoming bound wave and the reflected free wave are determined by
harmonic analysis. Per series A through E, approximately twenty such runs are carried
out to cover the range of the free parameter for each series.
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The numerical model contains empirical coefficients in the description of the dissipation
of short waves by wave breaking, and of the dissipation of long waves by bottom
friction. For random waves, a standard set of values for the wave breaking coefficients
can be applied, as is shown in Chapter 4. A key factor here is the coefficient v, which
is proportional to the average breaking wave height over water depth ratio, and is set
at 0.55 for random waves.

For bichromatic waves, we first have to assess whether or not the probabilistic approach
towards wave breaking is justified. On the one hand, the short wave envelope varies
regularly, so we can expect a quite predictable fluctuation of the breaker point.
However, unless w,/w, is rational, the surface elevation time series will not repeat
itself; thus the exact position of the breaker point is unknown if only the envelope time
series is given. This perhaps explains the wide scatter in experimental data on breaking
wave heights, even for bichromatic waves (see for instance Sato et al., 1990). Our
probabilistic approach is therefore still appropriate; however, the calibration for random
waves does not apply here. According to Sato et al. (1990, Fig.6), the average breaking
wave height over water depth ratio should be significantly higher than 0.55; a reason-
able estimate appears to be 0.75 . Because of the uncertainty in this value, computations
are performed for +-values of 0.55, 0.75 and 0.90.

Since there is no accurate description of the bottom friction under combined short and
long waves, the simplest possible formulation as in eq. (2.19) is applied. Computations
are performed for three values of f,: 0.00, 0.02 and 0.05. The variations in f, are
applied for a fixed vy-value of 0.75; the variations in v for a fixed f, -value of 0.02.

5.1.4 Results

The results for series A through E are shown in Figures 5.1 through 5.5, respectively.
In all cases, the bound long wave amplitude is predicted accurately; it does not depend
on either of the coefficients. The increase in the bound wave amplitude for increasing
difference frequency is due to the slight decrease in the mean of the primary
frequencies. As expected, the bound wave amplitude increases quadratically with
increasing primary wave amplitude.

The amplitudes of the reflected free waves show interesting interference patterns which
are represented quite well by the model. Schiffer and Jonsson (1990) already concluded,
based on a comparison between their model and these data, that frictional effects must
be important. Especially for the higher group frequencies this appears to be the case.
A reasonable value for the friction factor of 0.02 appears to give acceptable quantitative
agreement for all series.
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Figure 5.1 Measured and computed amplitudes of free reflected and bound long wave
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Figure 5.3 Measured and computed amplitudes of free reflected and bound long wave
elevation against primary wave amplitude 4,; series C

X Measured X Measured
~— Comp. fw = 0.00 -— Comp. gamma=.55 .
Comp. fw = 0.028 =————— Comp. gamma=.75 D SEF‘IES
—--—Comp. fw = 0.05 ~———--— Comp. gamma=.S90
g 9 9
i
8 8 8

7 e 7 — 7
t 6 & T 6 /
5 / % 5 E ]
€ E
E

/ /

1 % 1 —ZJXV 1 v

% =2 2 & ® 10 % 2 4 65 85 10 % 2 4 & ® 10
N1 (cm) — n1i {cm) —» nt (cm —

Figure 5.4 Measured and computed amplitudes of free reflected and bound long wave
elevation against primary wave amplitude 7,; series D

36



X Measured X Measured
=—Comp. Tw 0.00 -— Comp gamma=.55

Comp. fw : 0.02 ——————Comp. gamma=.75 E Ser‘iES
———-«— Comp. fw = 0.05 =—————--— Comp gamma=.90
9 9 g q
8 8 8
7 7 7 4

P

/N \

)

T

3 \x 3} YA é 3
2 J/ \\\ 2 d// \\k\,\ &2
il I ANAN N =4 N\ I
AN

(mm) —
p oy

R~
‘S N
L%

/

N

-

o

.
[
N
/l
%
x

P i

7 out

/ y

1 N
~

870570608 101.282040608 1012 B8.230406008 107102

A® (rad/s) — Aw (rad/s) —= Aw (rad/s) —=
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The model results are not extremely sensitive to variations in the breaker parameter 7.
A reasonable value of 0.75 for these bichromatic waves gives acceptable results for all
series.

The prediction of the reflected free wave amplitude for highly modulated waves in
series E is quite accurate; no previous model results on this case have been presented
in literature.

A disadvantage of this numerical model is, that it is not possible to separate different
mechanisms of long wave generation, viz. the reflection of bound long waves, the break
point mechanism or the shoreline set-up mechanism. Probably all of these mechanisms
are important at times; the results indicate that no serious errors in the representation
of any mechanism have been made.

5.1.5 Conclusions

The numerical model SURFBEAT appears to contain the necessary physics to predict
long wave generation in the nearshore zone. Since it can be run with arbitrary boundary
conditions over an arbitrary profile, it can be used to model realistic situations where
cross-shore processes are dominant.
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5.2 Random waves
5.2.1 Introduction

The one-dimensional model SURFBEAT is validated against flume data of random
waves on a horizontal bed which ends in a plane 1:25 beach. Methods to derive correct
boundary conditions from measurements are discussed. Good agreement is found
between measured and computed short wave energy and long wave time series, and
between measured and computed covariance diagrams of short wave energy and long
wave elevation. We conclude that the model can be used to predict wave group related

velocity moments with reasonable accuracy.

In the next Section we first describe the experiments carried out by Van Leeuwen
(1992) at Delft University of Technology.

In Section 5.2.3, we treat the generation of correct boundary conditions based on
measurements of the surface elevation in the case of unidirectional random waves. The
choice of a representative short wave frequency is discussed, based on measurements
and theoretical considerations.

Once the boundary conditions and the representative frequency have been established,
an integral model test is performed in Section 5.2.4, where all coefficients are set at
standard values. We then compare measured and computed time series of short wave
energy and long wave elevation, as well as covariance diagrams of both functions.
Conclusions are drawn on the accuracy of velocity moments predicted by this model.

In Section 5.2.5, we investigate whether the covariance diagrams found are strongly
dependent on the rather particular spectral shape in the measurements, or on a particular
realisation of the spectrum. Some comparisons are shown of covariance diagrams based
on random-phase realisations of idealised (JONSWAP) spectra.

Finally, we draw conclusions on the wave generation and on the predictive ability of the
SURFBEAT model.

5.2.2 Experiments
The experiment which is analyzed was carried out in a wave flume at Delft University
of Technology by Van Leeuwen (1992). It concerns random waves on a horizontal bed

which ends in a plane 1:25 beach. The flume has glass walls and a smooth concrete
bottom.
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Figure 5.6 Experimental set-up

The set-up of the experiment is shown in Figure 5.6. The slope began at 18.89 m from
the wave maker; the still water line was at 29.39 m. Waves were generated by a hori-
zontally translating, computer-controlled wave paddle. Second-order wave generation
as described in Klopman and Van Leeuwen (1990) was applied. Re-reflection at the
paddle of waves reflected from the beach was prevented by the ’active wave absorption’

method (Kostense, 1984).

Eight runs were carried out with exactly the same control signal for the wave maker.
Six resistance-type wave gauges were used in each run; the locations for each run are
given in Table 5.2. The water depth at the horizontal part was 0.42 m.

Code location location location | location | location | location
gauge 1 gauge 2 gauge 3 gauge 4 gauge 5 gauge 6
(m) (m) (m) (m) (m) (m)
4j63zoa 18.62 28.99 12.62 6.62 26.72 25.97
4j63z0b 18.62 28.99 12.62 6.62 26.88 26.13
4j63zoc 18.62 28.99 12.62 6.62 26.97 n.a
4j63z0d 18.62 28.99 12.62 6.62 27.16 n.a
4j63zon 18.62 28.99 12.62 6.62 27.30 n.a
4j63zoh 18.62 28.99 12.62 6.62 26.52 25.72
4j63zoi 18.62 28.99 12.62 6.62 26.82 n.a
4j63zor 18.62 15.62 12.62 6.62 14.62 10.62
Table 5.2 Locations of wave gauges for each run
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Waves were generated for approximately 800 s. The peak frequency of the generated
spectrum was approximately 0.63 Hz, and the significant wave height was 0.06 m. All
six gauges were sampled simultaneously at 20 Hz sampling frequency. Sampling started
Jjust before the start of the wave paddle and continued for 810 s.

The dominant breakpoint position was at approximately 26 m. For the first seven runs,
two wave gauges were deployed at varying locations near this point, in order to get a
good spatial resolution. In these runs, three gauges at 6 m distances were used on the
horizontal part, and one very near the still water line.

In the eighth run all gauges were deployed over the horizontal part, in order to enable
studying the propagation of short and long waves outside the surf zone in detail.

5.2.3 Input boundary conditions for model
The SURFBEAT model requires as boundary conditions:
a. atime series of the short wave energy E;
b. time series of the incoming long wave elevation and velocity.

¢. a representative short wave frequency

Below, we shall discuss how these boundary conditions can be obtained from surface
elevation measurements in a single point.

Short wave energy
The short wave energy E is defined as:
E=pgmy (5.4)

where p is the density of water, g the acceleration of gravity and 7, is the short wave
surface elevation. The overbar denotes averaging over the short wave time scale.

We now consider the evolution of ;;Z,- in time and space. At a certain location, the time
series of the total surface elevation, sampled at intervals of Ar for a period T, can be
represented by the Fourier series:

N-1

10 =) (a, cosAw ) + b, sin(nAw 1)) (5.5
n=0
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where N = T/(2Af) is the number of frequencies, Aw = 2#/T is the frequency
increment, t is time and @, and b, are the Fourier amplitudes.

The short wave surface elevation over the same time span is then given by:

N-1
Ny () = E(an cos(nAw #) + b, sin(nAw 1)) (5.6)
n=K
where KAw is the lowest frequency counted as ’short wave’. This frequency is set at
half the peak frequency.

For short waves propagating onto a mildly sloping beach, as is the case here, most short
wave energy is dissipated on the beach, and reflection of short waves is negligible.
Therefore, we can expect the short waves to behave as purely progressive waves, for
which the evolution in time and space over a horizontal bottom is given by:
N-1
(0 =Y (a, cos(nAw t - kx) + b, sin(nAw ¢ - kx)) 5.7
n=K
where x is the coordinate in horizontal direction, relative to some reference point, and
k, the wave number of the n-th frequency.

We can now obtain an expression for the evolution of the short wave variance (which
itself varies on the time scale of wave groups) in the following manner: first, the
squared sum of all wavelets is rewritten as the (double) sum over the products of all

wave pairs:
—N-TWT
=YY (a,cos(nAw 1 - k,x) + bsin(ndw 1 - k,x) ).
n=K m=K

( a cos(mAw t - k x) + b sin(mAw t - k x) ) (5.8)

Each product consists of a wavelet with a frequency equal to the difference of the two
frequencies, and a wavelet with a frequency equal to the sum of both frequencies. In
averaging over the short wave period, the wavelets at sum frequencies disappear, so we
get the following expression:

N-

4

-1

n = _;. ;M-K (aa, + bpb,) cos[(n-mAw t ~ Ak x] +
(a,b, - ap,) sin[(n-mAw t - Ak x] (5.9)
1 M K~1 N-j-1 .
=3 ;( a? +b}? ) + ; FEK (aa,, +bp,)cos(rwt - Ak, x) +
(ab,, - a,b) sinfAwt - Ak, x)
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in which Ak, = k, -k,. This can be reduced to:

N-1 K-1

1 . .
o= ):’;( At + b2 )+ 3(4, cosw ) + By singide 1)) (5.10)
where
Nj-1
4, = Y (@a,.; +bp,) cos(dk,, 0 - (@b, - a,b) sin(dk,, x) )

n=,

N-j-1

= Y (a4, + bb,,) sin(Ak,, x) + @b, - a,b,) cos(Ak,, X))

n=K

>
I

For x=0, the above method of computing % is equivalent to a method often used (e.g.
Abdelrahman and Thornton, 1987) where we first high-pass filter » to obtain »,,. The
latter time series is then squared; in order to average the squared signal over the short
wave period we low-pass filter it. The formulations of the method used here explicitly
contain the contribution of each pair of wavelets, and can be used to predict the time
series of <n,2,,-> in other locations.

The short wave energy time series so derived can be used to obtain an estimate of the
short wave envelope A, since:

. %Az o 4=y275 .11
This allows us to check directly if the method produces a realistic and smooth wave
energy time series, A comparison between the short wave surface elevation and the
computed envelope as in Figure 5.7 shows that the envelope generally follows the
maxima quite well, just as the negative envelope follows the minima. For the larger
short waves, minor discrepancies occur due to their vertical asymmetry. Near sudden
changes in wave energy, as at the start of the record, slightly negative values may occur
as the low-pass filtered time series cannot follow these changes. In general the envelope
is described adequately.
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Figure 5.7 Comparison between short wave record and computed short wave enve-
lope, x=6.62m; t=0-200s. T = 1200s, At = 05s, N=12000, K = 360

Short wave energy propagation

A very important aspect of the SURFBEAT model is the description of the propagation
of the short wave energy, since this determines not only the speed at which bound
waves propagate but also their magnitude. As can be seen in equation (5.10), the
mechanism of the energy propagation is that the energy contained in each possible pair
of wavelets propagates at a speed ng equal to:

jAw
c, =7 5.12
&unsj k”+j _k” ( )

On a horizontal bed and for small-amplitude waves, the linear dispersion relation holds:
(nAw)? = gk, tanh(k f) (5.13)

from which %, can be computed for each n. On the other hand, in the SURFBEAT
model we assume that the energy propagates at a single group speed, in accordance with
the narrow-band approximation. For this approach to be successful, we must find a
representative group velocity for which the narrow band approximation yields the
smallest errors.

If we consider simultaneous time series of wave energy at two different locations, the
narrow band approximation would result in a simple shift of the time series at the
inshore location by an amount of Af, where:

Ax

At = 5.14
o (5.14)

8.rep

Here, Ax is the distance between the locations and C, ,, the representative group velo-
city. The mean of the squared errors in the narrow-band prediction of the wave energy
at the second location is now smallest if the covariance of the predicted and actual time

series at the second location is maximum. For a given value of Az, we have:
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Exz,pred. (t +At) = Ezl,mm.\'.(t ) (5 . 15)
and so:

Cov (E

'x2,pred.

(E+A),E e (1+AD) = CoV (E,, 00 (0., 0 (1+AD) (5.16)

2,meas. ,mem.(

From this it follows that the optimum value of A equals minus the value 7 at the
maximum of the covariance function C(7), defined by:

C(r) = Cov (E(0,E (1-7)) (5.17)
In Figure 5.8, part of the measured time series of E is shown for four locations at
equal distances of 4 m, together with the full spectral prediction according to equation
(5.10), based on the measured time series at x=6.62 m. The results of run 4j63zor
(see Table 5.2) are used for this comparison. Clearly, the group structure remains
largely intact while propagating in positive x-direction. The prediction according to the
full spectral model is quite accurate in both the propagation and the distortion of the
group structure.
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Figure 5.8 Simultaneous time series of E (Jim?) at four locations; measurements
(thick lines) vs. predictions by full spectral model (thin lines); t=0-200s.

In Figure 5.9, the covariance functions of the energy at x = 6.62 m and the energy at
x=6.62, 10.62, 14.62 and 18.62 m respectively are shown, for both the measurements
and the predictions with the full spectral model. Again, the full spectral model is quite
accurate.
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Figure 5.9 Covariance function IHYm*) of E atx=6.62mand E at x=6.62, 10.62,
14.62, 18.62 m respectively; measurements (thick lines) vs. predictions by
full spectral model (thin lines).

In Figure 5.10, the time lags at maximum covariance are plotted against the propagation
distance. A good linear relationship is found, from which it follows that the
representative group velocity is:

Corep = (1.26 + 0.01) m/s (5.18)
I3}
= 1000 -
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Figure 5.10 Time lag at maximum covariance vs. horizontal distance for simultaneous
time series of E

45




Short wave frequency representative for wave energy propagation

In the SURFBEAT model, short wave parameters such as the phase velocity and the
group velocity are computed on the basis of a representative short wave frequency, with
the help of linear theory. Since we now know the group velocity (at least in deep water)
we can iteratively find the frequency that yields the right value. Although there is no
proof of this, we may expect that this frequency is also reasonably representative in
shallower water.

In the present case, using the result of eq. (5.18), we find a representative frequency
[, of approximately 0.74 Hz, which is considerably higher than the peak frequency of
approximately 0.63 Hz. We shall discuss this furtheron.

Evaluation of bound long wave generation in experiment

Full spectral model
The bound long waves generated by the radiation stress gradients accompanying the
groups of short waves can be predicted by considering each pair of wavelets described

in equation (5.10) to be accompanied by a bound wave as described by Longuet-Higgins
and Stewart (1964). We then get:

K-1
Ny = ;( o; cos(jAw 1) + G; sinjAw 7)) (5.19)
where

N+j
& = 3 (@0 + bp,) 0SBk, ) = @b, - a,b) sin(dk,, ) ) R,,,

N-j

ﬁj = EK((anamj + bnbn+j) Sin(Akn,n+jx) + (anbn+j - an+jbn) Cos(Akn,n*fx) ) Rn,n+j

Here 7,; is the bound incoming long wave elevation and R, ., a (dimensional) response

n,n+j
function, given by:

Cn n+j
R, =8 | —L——0o (5.20)
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The phase velocity C,, . is given by:
. @n+)Aw
s m 5.21

Given the accuracy of equation (5.10) in predicting the propagation of energy over the
horizontal bed, equation (5.19) can be expected to produce quite accurate results for the
bound long waves.

SURFBEAT model

We can compare this full spectral model with the formulation of bound waves in SURF-
BEAT model, where:

2Cg,’ep _l
c_ 2
M =~ | (E-<E>)=2e(g-<E>) (5.22)
p Cerep — 8h Ps

The value of the R,,, can be computed as the linear regression coeffient of #,, according
to equation (5.19) as a function of ﬁi according to equation (5.10). (Note that
E = pgnj,

For the present case we find R, = -4.16 m/m?.

The propagation speed of the bound long waves, C,, can be computed by considering
the covariance function of 7, computed by equation (5.19) at x = 6.62m, with
n,; at other locations, and determining the regression for the time lag at maximum
covariance as a function of propagation distance, similar to what is shown in Figures
5.9 and 5.10 for the short wave energy. Here, we find C,; = 1.31 m/s, which is diffe-
rent from the measured group velocity. However, it turns out that a single represen-
tative frequency that produces approximately correct values of both C,, and R, can be
found, and is approximately 0.71 Hz.

Wave generation model

The bound long waves generated by the wave paddle in the experiment are according
to the predictions by a model (Klopman and Van Leeuwen, 1990) that is very similar
to the SURFBEAT model, in that it also uses the narrow band approximation, where
the propagation of the short wave energy is represented by a single representative group
velocity. This group frequency is computed based on the peak frequency of the
spectrum, which in the present case is approximately 0.63 Hz. The value of R , in that
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case is -5.30 m/m?, which is 25%-30% higher than the prediction by the full spectral
model. The long waves generated at the wave maker are described by:

K-1
=R, Y (4 cos(jAw 1) + B; sinjAw 1) ) (5.23)

Jj=1

|
n incoming 1 x=0

where

A=Y (@g,,; + bpb,,) cos(Ak,, (-x) - (@b, - a,b,) sin(Ak, . (-x)) )

(aa . +bhb

non+j 1 n+j:

Y
il
™

) sin(Ak,, (-x) + (ab,,; - a,b) cos(Ak,, (X)) )

nn+f

Because of the mismatch in group velocity, these long waves cannot be fully carried
along as bound waves; the difference between 7, and 7, will propagate as free
waves, at a propagation speed equal to ‘/Eﬁ In the measurements, we will therefore
have incoming free waves N described by:

K-t

1, = Y | v cos(iae (--—22)) + &, sin(iAw (-—22) (5.24)
J= gh gh
where
N-j-1

v, = Y, ((aa,,+bb,)cos(bk,,  (-x)) -(ab,, - a, b)) sin(Ak, . (~x))) R, -R,,.)

n=K

N-j-1

5}' = E ((anam»j +bnb m—j) Sin(Akn,rnj (_x[))) +(anbn»j - anvjbn) cos(Akn,n+j ('xo))) (Rj; - Rn,m-j)

n=K

Here, x;, = 6.62 m is the distance of the first wave gauge from the wave paddle. These
free waves are in phase with the bound waves at the wave paddle, but will run ahead
of the bound waves furtheron in the flume.

The fact that this is actually happening in the flume can be shown in covariance
diagrams of E at a certain location and the total long wave 7, at the same location;
these are given in Figure 5.11 for x = 6.62, 10.62, 12.62, 14.62, 15.62 and 18.62 m
respectively. At x=6.62 m we still see a single negative peak at slightly positive time
lag, whereas for increasing x we see a second peak developing to the right. This
indicates free long waves coming in before the wave groups, as we expect. The influ-
ence of reflected free waves shows up on the left side of the lower figures. This will
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be dealt with furtheron. The reflected free waves have no significant influence on the
part of the covariance diagram between -10 s and 10 s.

In Figure 5.11 we have also drawn covariance diagrams as predicted by the full spectral
model, including the incoming free waves. The agreement with the measurements is
quite good and can serve as proof of the validity of the full spectral model.
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Figure 5.11 Covariance function (mJfm? of E and total long wave elevation at six
measurement locations, measurements (thick lines) and prediction by full
spectral model (incoming waves only)

Conclusions on boundary conditions
For the present case the narrow-band model of bound long waves leads to an overesti-
mation of these bound waves by approximately 25 - 30% if the peak frequency is used

as a representative frequency. If this model is used to generate a second order control
signal for the wave paddle, spurious free waves are generated.
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Both the bound long waves and the spurious free waves can be predicted accurately by
a full spectral model. This model can therefore be used to compute a representative
frequency to be used in the narrow-band approach. This frequency depends on the
phenomenon one wants to describe. There is a small but significant difference in the
"best-fit’ propagation speed of the wave energy and that of the bound long waves. Since
our interest is focused on the generation, propagation and reflection of long waves, the
frequency is chosen that best represents that process. For the present case this amounts
to 0.71 Hz, which is significantly higher than the peak frequency of 0.63 Hz.

The time series of the short wave energy at the wave paddle can be derived from the
short wave spectrum at the nearest wave gauge, with the help of equation (5.10).

In order to reproduce the long waves generated in these measurements, the boundary
condition for the incoming long waves in the SURFBEAT model must be similar to that
at the wave paddle, which means that it is based on equation (5.22) with R, , computed
from the peak frequency.

5.2.4 Integral model test

Parameter settings

Since we have now derived optimum boundary conditions for the SURFBEAT model,
we can perform an integral model test. The internal coefficients in the model are set at

their standard values, as derived in the calibration phase. These settings are repeated
here.

For the short wave dissipation we have the following settings, in accordance with the
findings in Chapter 4:

S =2
[ TR

= O
wno

The bottom friction coefficient f,, is set at 0.02, which was found to be a reasonable
value for the Kostense (1984) case.

A non-equidistant grid of 100 computational points is used, and a time step of 0.1 s.

This ensures that numerical errors in propagation speeds are generally less than 1%.
Results of computations over a period of 800 s are shown here.
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Comparison of time series over horizontal bottom

First, we show a direct comparison between measured and computed time series of
the short wave energy (Fig. 5.12 a-d) and the total long wave elevation (Fig. 5.13 a-d)
in four points at 4 m spacing. The measurements were taken from run 4j63zor (see
Table 5.2).

The time series of the short wave energy are generally reproduced reasonably well.
Since in the model the energy propagates undisturbed over the horizontal bed, whereas
in reality the groups are gradually deformed, the errors in the prediction increase with
increasing distance from the wave paddle. This is expressed by the coefficient of corre-
lation between measured and computed short wave energy, which decreases from 0.95
at x=6.62 m to 0.70 at x=18.62 m. As was shown in Section 5.2.3, this is almost
entirely due to the narrow-band approximation used in SURFBEAT, where the slow
variation in time of the group velocity is neglected.

The phase errors in the prediction of the short wave energy are transferred to phase
errors both in the incoming bound waves and in the reflected free waves, and thus in
the total long wave elevations. The phase errors in the bound waves increase with
increasing distance from the wave paddle because of the increasing errors in the short
wave energy. On the other hand, the phase errors in the reflected free waves are the
result of the errors in the propagation of the short wave energy throughout the flume,
and can be expected not to increase on the way back. Because of this, the total errors
are smallest at the point nearest to the wave paddle, as can be seen in Fig. 5.13 a-d.
Here, the coefficient of correlation between measured and computed total long wave
elevation is still 0.70, whereas it decreases to 0.51 at x=18.62 m.

From Fig. 5.13 a-d we see that qualitatively the agreement between measured and

computed long wave elevations is quite reasonable, given the relative simplicity of the
model.
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Figure 5.12a Time series of short wave energy (JIm®) in 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines),
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Figure 5.13a Time series of total long wave elevation (m) at 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines);
0-200 s.
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Figure 5.12b Time series of short wave energy (JIm?) in 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines);
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Figure 5.13b Time series of total long wave elevation (m) at 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines);
200-400 s.
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Figure 5.12c Time series of short wave energy (Jim%) in 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines);
400-600 s.
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Figure 5.13c Time series of total long wave elevation (m) at 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines);
400-600 s.
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Figure 5.13d Time series of total long wave elevation (m) at 4 points at 4 m spacing;
measured (thick lines) and computed by SURFBEAT model (thin lines);
600-800 s.
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Comparison of covariance functions over horizontal bottom

In Figure 5.14, we have plotted the measured and computed covariance function of
short wave energy and total long wave elevation in all six measurement locations. Here
we find that all basic features of the measured covariance diagrams are reproduced by
the model: the minimum at zero time lag due to the bound waves, the smaller minimum
at positive time lag due to the (spurious) incoming free waves and the feature at
decreasing negative time lag due to the reflected free waves. Quantitatively, the agree-
ment is good for the bound waves and the incoming free waves, and for the reflected
free waves it is good at the points nearest to the paddle and still reasonable for the
shoreward points. The plots are given in absolute values of the covariance function.
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Figure 5.14 Covariance functions (mJim?) of short wave energy and long wave
elevation; measured (thick lines) and predicted by SURFBEAT model
(thin lines); all measurement points, run 4j63zor

In evaluating the relevance of this result, we must consider that for application of the
model to morphological problems, the main interest is in predicting contributions of the
interaction of long waves and short waves to velocity moments like:
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Uy > (5.25)

where u,, is the long wave particle velocity and u,, is the short wave particle velocity.
For the case of propagating bound long waves, we have:

Uy, = Cg}'z"’” Mo (5.26)
and

i |

iy
Uy = [m_nh(Tf,'lﬁ p—i (5.27)
we find:

2

<u, uy > = ;1&_7 [sin2h7(r£:,h) C‘Z”" <En,> (5.28)

where the term <E 7, > is equal to the covariance between E and 7, at zero time
lag. This means that the prediction of the velocity moments is of almost the same
accuracy as that of the covariance at zero time lag, and that given the result of Figure
5.14, the SURFBEAT model seems to be accurate enough in that respect.

This is valid for the points on the horizontal part of the flume, where the covariance at
zero time lag is dominated by the bound waves. Inside the surf zone, we can expect that
the part of the covariance function that is dominated by the bound waves will overlap
with the part that is dominated by the reflected free waves. Comparisons between model
predictions and measurements for this case are discussed in the next paragraphs.

Decay of short wave energy in the surf zone

The relative importance of several long wave generation mechanisms inside the surf
zone has been studied by some authors (Schiffer and Jonsson, 1990; List, 1992) The
description of the propagation and decay of short wave groups in the shoaling and
breaking regions is essential in predicting the release of bound long waves and the
generation of free long waves due to other mechanisms. Important aspects to consider
are the decay of mean energy, the average breakpoint location and the decrease (if any)
of the groupiness.
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In Figure 5.15, a comparison between measured and computed average short wave
energy is given. Results from all measurement runs are combined here. There seems
to be some scatter in the measurements, even on the horizontal part. Generally, the
errors in the prediction of the energy are less than 10 %. The location of the average
breakpoint and the decay inside the surf zone are predicted accurately. Since the dissi-
pation model was calibrated against similar data on mean energy decay (see Chapter 4)
this should not be surprising.
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Figure 5.15 Average short wave energy as function of distance from wave maker.
Measurements from all runs (crosses) vs. computation (drawn line)

In Figures 5.16 a-d, the measured and computed time series of short wave energy are
shown for five locations during run 4j63zob (see Table 5.2); a point near the wave
maker, one near the start of the slope, two points just shoreward of the average break
point and one point very near the still water line. For the points just after breaking,
there still is a reasonable agreement between measured and computed time series.
Discrepancies seem to be in the same order of magnitude as near the start of the slope
(x = 18.89 m), and can be ascribed mainly to the partial desintegration of the wave
groups over the horizontal part. Contrary to the wide-spread concept of a ’saturated
zone’, where the wave height becomes more constant in time, the group structure
remains largely intact both in the measurements and in the model. At the point near the
still water line, the model underpredicts the variability in wave energy. The effect of
the long wave velocity on the short wave modulation must be important here (see
Abdelrahman and Thornton, 1987). This has not been taken into account. The model
results do show some modulation of wave energy in this point, which is due to the
water level variation.




Long waves inside the surf zone

For the same five points as above the measured and predicted long wave elevations are
given in Figures 5.17 a-d. Both in the measurements and in the computations the long
wave amplitudes inside the surf zone are much higher than at the horizontal part.
Qualitatively, the agreement between measured and computed long wave elevations is
quite good even up to the point near the still water line, in a still water depth of
1.6 ¢cm. The variations in water level are in the right order of magnitude, although
there are discrepancies. These are due partly to phase errors related to the narrow band
approximation, as discussed before.
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Another part of the discrepancies arises from re-reflections of very long waves in the
measurements. Because of leakage of water past the wave maker, the performance of
the wave absorption system drops sharply for waves with frequencies lower than .1 Hz,
as is evident from Figure 5.18, where the coefficient of reflection measured at the wave
maker is given as a function of the frequency.

03

0.2 1

0.1 |

0 0.5 1.0
f (Hz)

Figure 5.18 Reflection coefficient R of the wave board with active absorption versus
frequency f. From: Van Leeuwen, (1992)

The effect of this clearly shows up in comparisons between measured and predicted long
wave spectra, given in Figures 5.19 a-f. In the range of 0.1 Hz to 0.3 Hz the agreement
between measured and predicted spectra is quite reasonable. For the frequencies below
0.1 Hz, there are discrepancies between model and measurements, due to the imperfect
absorption of long waves at the wave board. The measurements show a peak at
approximately 0.04 Hz, which is close to the lowest resonance frequency of the flume.
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Figure 5.19 Measured (thick lines) vs. computed (thin lines) long wave spectra,
averaged over 20 frequency bins,; all points in run 4j63z0b

Covariance functions inside the surf zone

As was discussed above, the covariance function between short wave energy and long
wave elevation is closely related to velocity moments, which are important for sediment
transport. We derived this for propagating rather than standing long waves, which is
valid outside the surf zone, where reflected free waves have no influence on the
covariance function near zero time lag. Inside the surf zone, this does no longer hold,
so there is no direct relationship between the covariance at zero time lag and the
velocity moments. Still, we may assume that the quality of the prediction of the
covariance function is a good indication of our ability to predict the velociity moments
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here. In Figure 5.20, the measured and computed covariance functions for all points in
run 4j63zob are shown. Note the different scales on the vertical axes. The agreement
is quite good for the points just inside the breaker zone (x > 26 m), and is still
reasonable for the point near the still water line, where the covariance function is an
order of magnitude smaller. The phenomenon, noted in literature (e.g. Abdelrahman
and Thornton, 1987; Roelvink and Stive, 1989) that the correlation at zero time lag
becomes positive close to the shore, is reproduced by the model.

0.0025

x = 662 m
¥ = 12.62 m
x = 1B.62 m
x = 26.13 m
x = 26.88 m
x = 28.99 m

time lag (s) ——

Figure 5.20 Covariance function (mJim?®) of E and total long wave at six measure-
ment locations, run 4j63zob; measurements (thick lines) and prediction
by SURFBEAT (thin lines)

5.2.5 Generalisation of results

In order to establish whether the covariance diagrams found are strongly dependent on
the particular spectral shape in the measurements, or even on a particular realisation
of a given spectrum, some test computations were carried out. As a reference, we take
the computed covariance diagram at x=6.62 m. This is shown in the top graph of
Figure 5.21. In the graph below this, we show the result for the case where no spurious
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free waves are excited at the paddle, in other words for ’ideal’ boundary conditions.
There is a clear influence on the covariance at zero time lag, and also some influence
on the part dominated by the reflected waves.
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Figure 5.21 Covariance diagrams of short wave energy and long wave elevation,
based on experiment hindcast; hindcast for ideal boundary conditions;
and based on realisations of idealised JONSWAP spectra with gamma =
1.0, 3.3 and 20, respectively.

In the bottom three graphs computed covariance diagrams at the same location are
shown, based on random-phase realisations of a JONSWAP spectrum with spectral
peakedness parameter y = 1.0, 3.3, 20.0 respectively (see Figures 5.22 a and b for
a comparison of the measured spectrum and the numerically generated spectra for y =
1.0 and 3.3). Clearly, the overall shape and magnitude of the covariance function is
reproduced quite well, especially for v = 1.0. The width of the negative *hump’ at zero
time lag is related to the group length, which increases for increasing <. The
representative frequencies for these three -y -values are 0.68, 0.65 and 0.63 (close to f,),
respectively, which explains why the magnitude of the minimum at zero time lag
increases for increasing . We may conclude that the shape and magnitude of the
covariance diagrams are not extremely sensitive to the spectral shape; the effect of the
profile shape has to be a point of further study.
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Figure 5.22 Variance density spectrum at x = 6.62 m, averaged over 20 frequency
bins; measured (thick line) and generated by random phase method (thin
line); JONSWAP gamma = 1.0 (left) and gamma = 3.3 (right)

5.2.6 Conclusions

An accurate method to generate correct boundary conditions for the SURFBEAT model,
based on water elevation time series in a single point, has been developed and tested.
Also, a single representative frequency can be derived for use in models like
SURFBEAT that use the narrow-band approximation. This frequency is close to the
peak frequency for idealised spectra like the JONSWAP spectrum, but can differ
considerably for spectra with a different shape, as is the case in the set of measurements
discussed in this Chapter.

When applied with accurate boundary conditions, the SURFBEAT model reproduces
time series of short wave energy and total long wave elevation qualitatively. The main
factor reducing the accuracy of these time series is the slow variation of the group
velocity, which is neglected in the narrow-band approach.

The covariance diagrams of short wave energy and long wave elevation are reproduced
accurately by the model, both outside and inside the surf zone. The velocity moments
due to long wave - short wave interaction are predicted with the same accuracy.




The resulting covariance diagrams are not extremely sensitive to the spectral shape or
to individual realisations of a spectrum. This means that for instance velocity moments
can be predicted given simple parameters such as a significant wave height, a peak fre-
quency and spectral shape parameters.
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6. EFFECT OF SURF BEAT ON MORPHOLOGY
6.1 Introduction

The mechanism of cross-shore transport under a combination of net flow, long wave
flow and the orbital velocity related to the short wave motion is extremely complex, and
at this moment no universal formulation of sufficient accuracy is available. Still,
reasonable results appear to be obtained by a simple concept first applied in this context
by Bowen (1980), which is based on a model by Bagnold (1966). In this formulation,
it is assumed that the total sediment transport responds instantaneously to fluctuations
in the velocity above the bed boundary layer. The rate of sediment transport is assumed
to be proportional to the dissipation of energy near the bed; this rate can then be
expressed as a linear combination of terms containing powers of the instantaneous
velocity. The time-averaged transport rate can then be expressed as (see Bailard, 1981):

<> = <iy(0> +<is®> = pe, 2 (<|u(t)|2u(t)> —%4::(:)1%) 6.1

+pcf3[<|u(t)|'-‘u(:)> - 3mn|s<|u(t)|5>)
w w

where i is the total cross-shore immersed weight sediment transport rate, ¢ is the drag
coefficient for the bed, u(?) is the instantaneous near-bed velocity, ¢ is the internal
angle of friction of the sediment, tanp is the bottom slope, w is the sediment fall
velocity, and €5 and e are bed load and suspended load "efficiency factors”. The
< > indicate time-averaging over the short wave and wave group scale. The terms
with tan B, containing even velocity moments, are directed downslope. Their effect is
generally small. In the following, we shall focus on the terms containing the odd
velocity moments <|u@®Pu(t)> and <Ju(®)P u(f)>, which are usually an order of magni-
tude larger.

Roelvink and Stive (1989), whom we shall further refer to as "R+S", analysed the role
of several mechanisms in determining the magnitude and direction of these terms based
on three experiments in a wave flume with a sandy beach, and concluded that the most
important contributions were given by:

<uftu> = 3<p fu> + < fu> + 3<ufu,> + .. 6.2)

Qufu> = d<jufu> + < fu> + 4<u fu,> + .. 6.3)
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where the velocity « is assumed to consist of a wave group averaged component #, a
short wave averaged oscillatory component u,, and a short wave component u,;;
generally u <« u,; and u,, < u,;.

The terms in equations (6.3) and (6.4) were shown to be of the same order of magni-
tude. The first terms in equations (6.2) and (6.3) are related to the return flow under
breaking waves, but in principle also cover any net drift velocity effect associated with
standing long waves. Since the latter effect is a fourth order effect if it is related to long
waves generated by wave groups, as compared to the return flow which is a second
order effect, the net drift due to standing long waves can be expected to be negligible
compared to the return flow. R+S found reasonable agreement between measurements
of the net velocity and a model which only incorporates return flow effects.

The term associated with the asymmetry of the short waves was found by R+S to be
accurately predicted by a non-linear, monochromatic wave theory, based on the stream
function method (Rienecker and Fenton, 1981).

The interaction term between long wave velocity and the slowly varying short wave
velocity variance was shown to be of similar magnitude as the short wave asymmetry
term. Since a predictive model of this term was lacking, R+S chose a simple, mainly
empirical approach which clarified the behaviour of the term in the experiments they
described, and which allowed a reasonably accurate description of the total velocity
moments needed in morphological simulations of these tests.

The approach adopted by R+S consisted of schematising the random wave field to a
representative bichromatic wave train with its associated long wave. The amplitude of
the long wave was estimated using Sand’s (1981) solution for bound long waves. This
produced reasonable, if not very accurate results, even inside the surf zone. For bound
long waves, the modulation of the long wave velocity and the modulation of the short
wave velocity variance would be 180 degrees out of phase, so would have a correlation
coefficient of -1. From the tests however, the correlation coefficient was shown to vary
from negative values outside the surf zone to positive values near the shore; a simple
relationship was fitted to these values and was used to reproduce the long wave - short
wave interaction term.

The fact that this simple empirical model of the long wave - short wave interaction term
is not generally applicable has been an important motivation for the present study. A
logical first step in assessing the effect of the long waves on cross-shore profiles is
therefore to check to which extent we can now predict the same measurements with the
present model. This is discussed in Section 6.2.
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In the rest of this Chapter we address the question: "What is the effect of surf beat on
cross-shore profiles?" in a more general sense.

Two approaches to this question are possible. In the first approach, adopted by R+S,
the (in their case very simple) model of the long wave - short wave interaction term is
incorporated in a cross-shore morphological model. In such a model, the evolution of
the profile is computed by solving the conservation equation for bottom material:

F B 6.4)

ot ox

where S is the bulk volume transport of sediment, averaged over a time period that is
long compared to the short wave and wave group time scales, but short compared to the
morphological time scale. The effect of the bottom changes on the transport is taken
into account by computing the transport distribution over the modified profile after each

morphological time step.

By comparing results of computations in R+S where all mechanisms were included with
computations where the long wave - short wave interaction term was left out, we see
(Figure 6.1) that the long waves have an important effect, and that for the case
presented the effect was to reduce the bar amplitude and to move the bar in seaward
direction. This conclusion does not necessarily hold in general; a method to investigate
in general the effect of surf beat on profiles could be to incorporate our present model
in a dynamic morphological model, and to compute the behaviour for a range of initial
profiles and boundary conditions. Since this would be prohibitively expensive, a
different approach is chosen, which is outlined below.

An important factor governing the morphodynamic behaviour of the profile is, to what
extent the sediment transport distribution over the profile is sensitive to profile changes.
We will clarify this in two schematic examples.

As a first extreme example, we assume that the transport pattern due to the interaction
of long waves and short waves is not sensitive to bottom changes, and that the typical
length scales and position of the pattern are determined by external factors; an example
may be the transport pattern associated with a standing wave pattern of constant period.
For a sediment transport pattern of the form:

S = §cos (kx) 6.5)

where § is the amplitude of the pattern and k its typical wave number, the bottom
evolution directly follows from the continuity equation (6.4) and is given by:
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2,(® = z, . + Sksin(kx)¢ (6.6)

The solution is a bar system at a fixed location, with an amplitude that grows linearly
in time.

protile at t:=0
— - — profile at t=12 hrs,K measured
______ protile at t=12 hrs, calculated

-—X (m)
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©
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Figure 6.1 Profile deformation and bar formation on an initially 1 in 40 slope (test 1);
observations and predictions with and without the effect of long waves.
From: Roelvink and Stive (1989)

A very different behaviour is found if we assume that the transport pattern is mostly
dependent on the profile shape, and that modulations in the profile shape immediately
lead to modulations of the transport pattern. This is shown in the second example,
where a modulation in the profile of the form:

Z, = 24,4+ 2, eP cos(kx-wi) (6.7)
leads to a transport modulation of the form:

S = AzZ, e’ cos(kx-wt-¢) 6.8)
where A is the (positive) ratio of the sediment transport amplitude over the amplitude

of the bottom modulation, and ¢ is the phase shift between the bottom modulation and
the transport modulation. Solutions of equation (6.4) are found in this case for:
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p = —-Aksin(¢) and w/k = Acos($) (6.9)

The modulation of the bottom profile propagates in positive x-direction for
-%n <¢ < %n, and in negative direction for %1: <¢ < %n; the bar amplitude
grows exponentially for n < ¢ < 2m and decays exponentially for 0 < ¢ < =.

Both the propagation speed and the growth rate depend on the sensitivity of the
transport to bottom changes, represented in this example by the coefficient A; the
location of the transport maxima relative to the bar crests determines whether bars will
grow or decay.

It is clear from these two examples that the dynamic morphological behaviour of a
coastal profile is determined partly by the initial transport pattern on the undisturbed
profile, and partly by the sensitivity of the transport pattern to profile changes. Both
these aspects can be studied without actually computing the time-dependent dynamic
behaviour in a complete morphological model.

The sensitivity of the transport pattern due to the interaction between short and long
waves to changes in the bar topography will be established by schematizing the profile
shape to a realistic, parametric form of which the parameters can be varied in a system-
atic way. By means of numerical simulations the sensitivity of the long wave - short
wave interaction term to the spacing, position and amplitude of longshore bars is
studied, in relation to the basic pattern on an unbarred "equilibrium" profile.

This is carried out for two typical wave conditions. Separately, the sensitivity of the
result for a typical barred profile to incident wave conditions is investigated, in order
to verify that the conclusions are generally valid, and to identify the most important
parameters of the incident wave field.

The profiles and wave conditions chosen are based on typical conditions on the Dutch
coast; however, the analysis could be easily extended to other coasts. In order to be able
to cover a wide range of existing profile shapes in a systematic way, we first schematize
the profile to a shape that can be described analytically and where the main features are
captured by a limited number of parameters; this is described in Section 6.3. A similar
approach is taken for the input wave conditions, where the wave climate is assumed to
be represented by a number of stationary wave systems. These are characterised by a
spectrum that can be described by a limited number of parameters. This is discussed in
Section 6.4. In Section 6.5 we describe the input parameters for the simulation runs.
Results are presented in Section 6.6, and the conclusions in Section 6.7.

74



6.2 Oscillatory velocity moments
6.2.1 Test case

In this section we compare results from the SURFBEAT model with the data presented
in R+S, where the general set-up of the tests can be found. The main points are
highlighted here. The tests were carried out in the "Schelde flume" at DELFT
HYDRAULICS, which has a length of 55 m, a width of 1 m and a height of 1 m. The
beach consisted of sand of 100 um median grain diameter. The characteristics of the
three cases are outlined in Table 6.1 below.

Test Initial profile s, incident 5 Duration
(cm) (Hz) (hrs)
1 plane 12.3 0.50 12
2a single bar 8.1 0.50 12
2b single bar 13.3 0.50 12

Table 6.1 Laboratory test cases

The random wave fields generated were of the JONSWAP type with a peak enhance-
ment factor of 3.3. No second order wave generation was available at the time, which
is important when considering the boundary conditions for the SURFBEAT model. The
method of active wave absorption (Kostense, 1984) was applied to remove free waves
reflected from the beach. The water depth at the toe of the profile was (.60 m.

The three tests lasted for 12 hours, during which period the beach changed conside-
rably. The velocity was measured at 5 cm above the bottom at various locations, one
at a time; sample duration was 30 minutes in most cases. Surface elevations were
measured in two points at a time.

6.2.2 Simulation procedure

Since the measurements were not taken simultaneously, but in different points at
different times during the tests, the simulations were performed both on the initial
profile for each test and on the final profile. Since the profile adjustments are usually
the most rapid at the start of a test, computations on the final profile can be expected
to yield slightly better comparisons.
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For each test, a time series of the short wave surface elevation was generated using a
random-phase approach. From this series, a time series of the short wave energy was
then generated and the representative frequency determined using the method outlined
in Chapter 5. This frequency was approximately 0.53 Hz. The incoming bound waves
were set to zero in the computations, in accordance with the first-order wave generation
in the experiments. The weakly reflective boundary condition was maintained in the
computations, since this has the same effect as active wave absorption.

The model was run for 12 minutes, of which the last 10 minutes were used for analysis.
The time step was 0.1 s, and the number of grid points 100. After each run, a number

of time-averaged parameters were computed for comparison with the measurements:

the rms wave height:

8<E>
H = (6.10)
™ \l Pg

the correlation coefficient between long wave elevation z, and short wave energy:

Cov(E,z
C = _—(_S)

r (6.11)
g E g z,

the standard deviation of the long wave velocity:

w = 9u (6.12)
the slowly-varying short wave velocity variance:

2nf |
vare,) = |——re | £ (6.13)
smh(knp h| pg

the correlation coefficient between long wave velocity and short wave velocity variance:

~ Cov(Var(u,),U)

6.14)
i Ovaruy) Cu
the time-averaged short wave velocity variance:
<up> = <Var(u,)> (6.15)

the long wave contribution to the third-order odd velocity moment:
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3 <lu,fu,> =3 Cov(Var (), U) (6.16)
and the long wave contribution to the fourth-order odd velocity moment:
4 <juyfu,> = 4 Cov(Var™ (), U) (6.17)

All coefficients were set at standard values: &« = 1.0, y = 055, n = 10 and
f, = 0.02; no in situ calibration was performed.

6.2.3 Results

In Figures 6.2 a through c, the computed wave height H,_ and correlation coefficient
C, over the initial and final profile are compared with the measurements. The wave
height decay is predicted accurately for all tests; for the correlation coefficient, the
trends are predicted correctly, and except for the part outside the surf zone the
quantitative agreement is quite satisfactory. The relatively low absolute magnitude of
the correlation outside the surf zone must be ascribed mainly to the first order wave
generation, which leads to spurious free waves that are in anti-phase with the bound
waves at the wave maker. This was accounted for in our model computations.
Differences between model and measurements in this region may perhaps be explained
by wave adjustments in the measurements, especially for relatively steep waves.

In Figures 6.3 a through c, the standard deviations of the long wave velocity and the
mean short wave velocity variance are shown as computed and measured. The agree-
ment is good for both parameters. Especially in tests 1 and 2b, there is a significant
effect of the profile deformation on both parameters. In test 2b, the peaks in the long
wave velocity over the bar crests are somewhat underpredicted.

The computed and measured long wave contributions to the velocity moments are shown
in Figures 6.4 a through c. For comparison the measured short wave asymmetry
contributions are also drawn in these Figures, together with the computed results from
R +S; these were obtained for the average profile only. We see that the trends and order
of magnitude in the long wave contributions to the moments are predicted correctly;
quantitatively, discrepancies up to 50 % of the maximum values occur for tests 1 and
2b, whereas very good agreement is found for test 2a. The main cause for the
discrepancies is probably the description of the propagation of the wave groups, where
effects of variations of the group velocity and the effect of the long wave velocity on
the short wave propagation are not accounted for; especially the latter can be expected
to be more important for the cases with higher waves.
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It is important to note that the correlation coefficient based on surface elevations, C,,
is not the same as that based on velocities, C, 2 In Figure 6.5 the two parameters are
compared for the three tests.
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Figure 6.2a Initial (thick line) and final (thin line) bottom profile, computed
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line) and final profile (thin line) and measured values (crosses); Test 1

78



{m)

05

—r NS
o

(@]

00

(=)

.00
.75
.50
.25
.00
.25

50
.75

[¢]¢]

Coeff.

O O O -

—r=Corr.
o o O

[
= Q

o

.00

o

.20

(@)

40

——Depth {m)

o

.B0O

ﬂ XX XX XX XX XX Xxr—X

40 35 30 25 20 15 10

<«+—Distance from waveboard (m)

40 35 30 25 20 15 10
*+——{[0jstance from waveboard (m)

<«———Distance from waveboard (m)

40 35 30 25 20 15 10

Figure 6.2b [Inirial (thick line) and final (thin line) bottom profile, computed

correlation coefficient C, and H,__ wave height over initial profile (thick
line) and final profile (thin line) and measured values (crosses); Test 2a

79



0.15

(m)

- MS
o

.05

[=]

.00

(-)

.00
.79
.50
.25
.00
.25
.50
.75
.00

Caoeff.
O O W~

o

—r»Corr.
o o o

| 1
= O

o

.00

o

.20

o

.40

«——Depth {m)

-0.60

b ¢

"

24 5¢ PN "4
Ealhd

XX X

40 35 30 25 20 15 10
«—-[Distance from waveboard (m)

X xx X% X

40 35 30 25 20 15 10
«+——0istance from waveboard (m)

«——Dijstance from waveboard (m}

40 35 30 25 20 15 10

Figure 6.2¢ Initial (thick line) and final (thin line) bottom profile, computed

80

correlation coefficient C, and H, wave height over initial profile (thick
line) and final profile (thin line) and measured values (crosses); Test 2b



\

\ i

\ \

} \

! \

| |
40 35 30 25 20 15 10

-«——Distance from waveboard (m)

- -——Distance from waveboard (m)

(=]

.00

o

.20

[«]

.40

<——Depth {m)

-0.60

Figure 6.3a [nitial (thick line) and final (thin line) bottom profile, computed standard
deviation of long wave velocity and mean variance of short wave velocity
over initial profile (thick line) and final profile (thin line) and measured
values (crosses); Test 1

81




0.05 "“} T *'“7‘__'_"7"____“*’7* R
! | | ‘
| | ! 1 \ | ‘
o4l —Ad—— e
N(n l | ‘ | | } i
a | i | I | 1
e | | | | |
0.03fF — i it It A B
c \ |
> | |
voeb A X N AN
© I |
> f ]
1ono1 - - ~: —————
| | \ [ | \
I | \ | | |
0.00 | l | L ] I ;
40 35 30 25 20 15 10

U lo (m/s)

dev.

—_—sst .

-«+—[Distance from waveboard (m)

-«+——[istance fram waveboard (m}

(o]

.00

(o]

.20

o

.40

-——Depth [m)

]
(=)

.60

Figure 6.3b [Initial (thick line) and final (thin line) bottom profile, computed standard
deviation of long wave velocity and mean variance of short wave velocity
over initial profile (thick line) and final profile (thin line) and measured
values (crosses); Test 2a

82



m%/s2)

U m

—y Q0 .

(m/s)

. U lo
©

dev

—_—sst.

{m)

0.00

<—<|D—Depth

-0.60

I ;
40 35 30 25 20 15 10
~-——(istance from waveboard {(m)
i R

i

! . . ;

\

\

|

|

40 35 30 25 20 15 10
<——Distance from waveboard (m)

-——[Distance from waveboard (m)

.40 T

40 35 30 25 20 15 10

Figure 6.3c Initial (thick line) and final (thin line) bottom profile, computed standard

deviation of long wave velocity and mean variance of short wave velocity
over initial profile (thick line) and final profile (thin line) and measured
values (crosses); Test 2b

83



In deep water, the absolute magnitude of the correlation based on velocities is higher
than that based on surface elevations. This is due to the fact, that the reverse shoaling
of the reflected free waves is proportional with v/ for the surface elevation, but with
h for the velocity. As a result, the ratio of bound wave amplitude to reflected free wave
amplitude is higher for the velocity, and thus the absolute magnitude of the correlation
coefficient is also higher for the velocity.

In shallow water, the modulation of the short wave envelope of the surface elevation is
due to modulation of the surface elevation because of the long waves; hence the positive
correlation coefficient is found. Since the long waves are partially standing near the
shore, the correlation coefficient based on velocities is much smaller than that based on
surface elevations.

In the empirical approach used by R+S this difference was not accounted for.
6.2.4 Conclusions

The most important time-averaged properties of long waves, short waves and their
interaction are predicted with reasonable accuracy by the SURFBEAT model with
standard parameter settings. The quantitative agreement between predictions and
measurements of the long wave contribution to the odd velocity moments is good for
relatively low short waves, and still reasonable for higher incident waves. The order of
magnitude of the long wave contribution to the velocity moments is similar to that of
the short wave asymmetry in these tests. There are significant differences between the
correlation coefficient based on surface elevations and that based on velocities.

In terms of morphological effect, the long wave - short wave interaction term has an
order of magnitude similar to the effect of short wave asymmetry and generally the
opposite direction. The beach-building effect of the short waves is therefore greatly
reduced. In the tests considered, the effect of the long wave - short wave interaction
term appears to reduce the growth of sand bars, and to move them in seaward
direction.
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6.3 Beach profile for simulation runs
6.3.1 Mean profile

For most sandy beaches, a reasonable description of the average beach profile is given
by a simple power curve such as:

Zymean =% = A(X-%)° (6.18)
where z, ..., is the height of the average profile above mean water level, z, is a refe-
rence height, x is the horizontal coordinate, positive in seaward direction, x_ is the
location where z, mean = Zr» b is an exponent and A a dimensional constant (e.g. Bruun,
1954; Dean, 1977). Dean (1977) finds theoretical support for a 2/3 power curve,
arguing that nature aims at a uniform energy dissipation per unit volume of water.

Although the basis for this assumption is not very solid, especially for varying wave
conditions, a good fit is obtained for many US coastal profiles using this curve.

For Dutch profiles, W.T. Bakker (priv. comm.) recommends the following values:

z, = 6m
b =0323
A=14m'?

This curve generally gives a reasonable description of the time-averaged profiles of the
Holland coast. A very similar result for the underwater profile is obtained by taking
A = 008mY b = 2/3 and requiring the same bottom slope at x=0.

6.3.2 Variations around mean profile
Bakker and De Vroeg (1988) have studied the systematic behaviour of sand bars on

Dutch profiles and has found tendencies that are described qualitatively by the following
form:

- X=X
Zy = Zymean— Ap€ | cos[znT’i —¢,,] (6.19)
b

where A, is the maximum bar amplitude, x, is the location of the maximum bar
amplitude, R, is a measure of the width of the barred part of the profile, L, is the bar
spacing and ¢, is the phase of the bar system.
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This formulation is useful as a basis for systematic study of the influence of the bar
topography on long waves, since it describes the main bar features with only a limited
number of parameters.

6.4 Wave conditions

As was shown in Chapter 5, individual realisations of a wave system characte-rised by
a given spectrum do not influence time-averaged parameters of the com-bined short
wave and long wave motion. This means that the input wave condi-tions are sufficiently
specified by the surface elevation spectrum. In order to systematically investigate the
effect of the spectrum on parameters relevant for the morphology, we use a paramete-
rised spectral shape, viz. the JONSWAP spectrum:

A
- SR 2 1

where o = 0.07 for f<f; and o = 0.09 for fzfp. The coefficient B is defined such
that:

[shdf = 2, 6.21)
e

This spectrum is defined by three parameters: the wave height H__, the peak frequency
f, or its inverse, the peak period T, and the spectral peak enhancement factor Y,
6.5 Model runs

6.5.1 Input parameters

The most important parameters in describing the bar topography are the maximum
amplitude A, ,the bar spacing L, and the relative phase ¢, of the bar. The width and
location of the barred area do not vary much along the Dutch coast, and will be kept

constant. The mean profile will be kept constant for all simulations.

The most important parameters describing the wave conditions are the root-mean-square
wave height H,,, the peak period f, and the spectral peak enhancement factor v, .
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These six input parameters can all attain a range of values. Obviously, it is impossible
to compute the effects of every possible combination; moreover, it is doubtful if much
insight would be gained from that. The approach we take is therefore to choose a "base
case", meaning a fixed set of input values, and to systematically vary the input
parameters one at a time. In this way we hope to isolate the effects of each individual
input parameter. In order to check if the resulting trends depend much on the base case
that is chosen, the process is repeated for a second base case.

Base cases

Two base cases were chosen, where the only difference is in the input wave height. We
thus obtain results for relatively high energy and relatively low energy. The base case
bar topography was chosen to be similar to profiles found at Egmond aan Zee on the
Holland coast, which is a field study site in the Coastal Genesis Programme. The choice
of the distance of the seaward boundary from the shore is a compromise between the
wish to limit computational cost and the wish to start at a sufficient water depth. The
depth at the chosen distance is approximately 8 m, which is generally seen as the
limit of the active zone in a morphological sense. The profile parameters are listed in
Table 6.2.

Parameter Symbol Value Unit
Maximum bar amplitude A, 1.00 m
Bar spacing L, 200 m
Size of barred area R, 200 m
Location of maximum bar amplitude x, 300 m
Phase of bar at maximum amplitude b, 180 deg.
Start distance from shoreline x; 1200 m
Step size Ax 10 m

Table 6.2 Input parameters for generation of bottom profile; base case. Program
module: GENPRO

The resulting bottom profile is drawn in Figure 6.6.

91



N '
R S } ! |
1 | | |
Ll | | |
A

| |

= 4 - = _er - ‘L -
~ | | |
_<6 ]I\ - . ‘[ - T
| | |
. | | | ! |

8'0 200 400. 600 800. 1000 1200. 14
X (m) —=

Figure 6.6 Bottom profile; base case

For given spectral parameters, a time series of the short wave surface elevation is
generated by assigning random phases to the spectral components, and applying a Fast
Fourier Transform to these components. Since the focus of this study is on time-
averaged parameters rather than detailed analyses of long wave spectra, the duration of
a run can be limited to approximately 20 minutes after the initial conditions have
propagated out of the model area. The base case parameters for the generation of time
series are given in Table 6.3.

Parameter Symbol Value Unit
Length of generated time series T .. 1500 ]
Time step to generate time series At 5 ]
Peak period T, 6.25 ]
Peak enhancement factor Y, 3.3 -
Wave height H_ 05/71.0 m

Table 6.3 Input parameters for random-phase generation of short wave elevation time
series; base cases. Program module: GENSER

The surface elevation time series that is generated can be treated as a measured time
series. From this time series, a time series of the short wave energy is generated, and
the representative frequency is determined using the procedures outlined in Chapter 5.




The separating frequency between long and short wave motions is set at half the peak
frequency. Base case parameter values are listed in Table 6.4.

Parameter Symbol Value Unit
Number of data points to be analysed N, 3000 -
Time step At 5 s
Separating frequency long/short waves fspza 0.08 Hz
Lowest frequency allowed fo 0.00 Hz
Nyqvist frequency fNyq 2.00 Hz
Density of water p 1025 kgim?
Acceleration of gravity g 9.81 mfs?
Water depth at seaward boundary h, 8.163 m

Table 6.4 Input parameters for computation of short wave envelope and bound long
waves at seaward boundary; base case. Program module: ENVELO

The input parameters and coefficients for the SURFBEAT model are shown in Table
6.5. These are the same for all runs. Results are written after the first 200 s, when most
of the effect of the initial conditions has propagated out of the model area. The number
of grid points was determined by some trial computations; 120 grid points appeared to
be sufficiently accurate. In this case, the physical grid size varies from approxima-
tely 13 m at the seaward end to approximately 5 m near the shore. With a time step of
1.0 s, Courant numbers are less than 0.7 throughout the model. All coefficients are set
at standard values for random waves.
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Parameter Symbol Value Unit
Reference level for grid transformation € 1 m
Number of grid points N, 120 -
Time step At 1.0 S
Number of time steps N, 1400 -
Start time step for writing output Neon 200 -
Initial water level Zgo 0 m
Breaker dissipation coefficient o 1.00 -
Coefficient probability of breaking 84 0.55 -
Exponent breaking probability function n 10 -
Acceleration of gravity g 9.81 mfs?
Density of water p 1025 kg/m?
Water depth at landward boundary o 0.05 m

Table 6.5 Input parameters for SURFBEAT computation; base case. Program

module: SURF2

Sensitivity series

The six basic input variables were assigned a series of values around their base case
values, in a realistic range. The coefficient f, was added to the list of variables, since
its value is uncertain. By varying the input variables one at a time, we hope to obtain
more insight into the behaviour of time-averaged parameters of the long wave motion,
and of parameters that indicate the effect of the long wave motion on the cross-shore

morphology. The input values of the different series are listed in Table 6.6.
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Series H_. Variable Range Increment Unit
1 Varying H_. 0.25-1.50 0.25 m
2 1.0 Y, 1.0 - 20.0 1.0 -
3 1.0 T, 4.0-95 0.5 s
4 1.0 L, 100 - 300 50 m
5 1.0 A, 0.00 - 2.00 0.25 m
6 1.0 ¢, 0- 180 30 deg.
7 1.0 £, 0.00 - 0.05 0.01 -
8 0.5 Y, 1.0 -20.0 1.0 -
9 0.5 T, 4.0-9.5 0.5 s
10 0.5 L, 100 - 300 50 m
11 0.5 Ay 0.00 - 2.00 0.25 m
12 0.5 ¢, 0-180 30 deg.
13 0.5 f 0.00 - 0.05 0.01 -

Table 6.6 Overview of model run series

6.5.2 Output parameters

During each model run, the basic variables were stored for each grid point and time
step. After completion of the run, a number of time-averaged parameters was computed
in 120 equidistant points at 10 m spacing. Only these results were kept for further
analysis.
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The most important parameters that we shall discuss below are the wind wave height

H . ;- the low-frequency wave height H__, , defined by:

H, ., =8¢, (6.22)

where o, is the standard deviation of the low-frequency surface elevation; the standard
c

deviation of the low-frequency velocity, o, the interaction term between long wave

velocity and short wave velocity variance:

<l fu,> = Cov(Var(uy,),u,,) (6.23)

and the coefficient of correlation between long wave velocity and short wave velocity
variance:

_ Cov(Var(w,),u,,) (6.24)

ru
0Var(u,,‘,) oub

6.6 Results

In Section 6.1 we discussed how the morphological behaviour of a profile is determined
by the transport distribution over the profile and by the sensitivity of this tranport
pattern to bottom changes. Here we consider only the contribution of the long wave -
short wave interaction term to the third velocity moment, and thus to the bottom
transport part of the cross-shore transport according to equation 6.1.

First we shall briefly discuss some characteristics of the behaviour of the long waves
themselves. We then examine the shape of the transport term due to long wave - short
wave interaction and its sensitivity to bottom changes, since these aspects determine the
morphological effect of the long wave - short wave interaction. After this we check to
what extent these results are sensitive to the incident wave conditions.

6.6.1 Long wave parameters
Variation of incident wave height
The incident wave height has a strong influence on the long wave height and velocity

(Figure 6.7). At the deeper end, the increase of the velocities is approximately propor-
tional to the wave height squared, which indicates that bound wave effects are dominant.




This is explained by the reverse shoaling of reflected free waves, which is felt strongly
in the velocities. This effect is less strong in the heights of the long waves, where for
low incident wave heights the reflected free waves are dominant in deep water. Near
the shore, after an initially strong increase, both low-frequency wave heights and
velocities reach a limiting magnitude, which is probably due to suppression of bound
wave growth due to a reduction in groupiness of the short waves; for high incident wave
heights, the higher short waves are topped off far away from the beach.

Variation of peak period

The influence of the peak period is very strong (Figure 6.8). Long wave amplitudes
increase by a factor of four when the peak period increases from 4 s to 9 s. Since the
effect of the peak period on the short wave propagation is limited, this is a strong
indicator of the importance of bound waves. The occurrence of peaks in the amplitudes
of both the velocity and the wave height of the long waves over the bar crests also
points to this fact. The increase in amplitudes is quite monotonic, which again indicates
that resonance conditions do not occur or are averaged out.

Variation of spectral peak enhancement factor

The spectral peak enhancement factor has a very limited effect on these time-averaged
long wave parameters.

Conclusions

The main conclusions are that the most important incident wave parameters are wave
height and period. Long wave amplitudes increase strongly near the shore, as opposed
to short wave amplitudes. Long wave amplitudes keep increasing for increasing short
wave period, as opposed to what happens with increasing wave height for the same
period. However, since generally the wave period increases with increasing wave
height, the long wave amplitudes on the beach will keep growing with increasing wave
height.

Over this wide range of wave characteristics, we find no evidence of resonance
conditions.
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6.6.2 Sensitivity of transport term to bottom changes
Effect of bar amplitude

In Figure 6.9, the bottom profile, distribution of short wave height, correlation
coefficient C,, and the long wave - short wave interaction term are shown for varying
bar amplitude and an incident wave height H__ = 1.0m; in Figure 6.10, the same is
given for H . = 0.5m. Clearly, the scale of the transport pattern on the average profile
is closely related to the scale of the surf zone. The transport term is directed seaward,
except very close to the shore. In a profile free of bars, bar formation due to this
pattern would start in the area with a negative transport gradient, and would be
strongest for the lower wave height, since the transport gradients are higher in absolute
terms. However, we see that for increasing amplitude of the sand bar, the transport
pattern reacts strongly to these changes. Negative peaks in the transport occur just
seaward of the bar crests, indicating a tendency to move the bars seaward and to reduce
their amplitude.

Beside a local influence on the transport pattern the bars influence the transport in the
area shoreward of them; the seaward transport is generally reduced by increasing bar
amplitude. Mechanisms to explain this are a reduction in short wave orbital velocity due
to short wave dissipation, and a strong increase in the (negative) correlation coefficient
which occurs simultaneously with the dissipation of short waves by breaking.

Effect of bar spacing

The effect of the bar spacing is shown in Figures 6.11 and 6.12. Regardless of the
spacing of the bars, the transport pattern is dominated by the variations directly related
to the bottom modulation. Again, the negative peaks in transport are located just
seaward of the bar crests. The water depth at the crest location appears to be important
in determining the magnitude of these transport peaks.

Effect of phase of the bar

In Figures 6.13 and 6.14 we clearly see that the sensitivity of transport due to long
wave - short wave interaction to bottom changes is similar to the description given by
equation 6.8; the transport modulation follows the bottom modulation at a constant
phase lag. Since the negative peaks are consistently located just seaward of the bar
crests, the effect of this term will be to move the bars in seaward direction while
reducing their amplitude; apparently, this tendency is present regardless of the location
of the bar.
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6.6.3 Sensitivity to incident wave parameters
Variation of wave height

In deeper water, the long wave velocity moment increases very strongly with wave
height (Figure 6.15). For higher wave heights, a saturation effect is evident inside the
surf zone. The magnitude of the correlation coefficient C,, in deeper water is small
for small wave heights, indicating that reflected free waves are dominant for small
incident waves. The correlation coefficient increases towards the shore in much the
same way as the wave height decreases, a fact which was also found by Roelvink and
Stive (1989) in their experiments. Apart from the region very near the shore, the
velocity moment is negative, indicating an offshore directed contribution to cross-shore
transport. Negative peaks in the moment occur just seaward of the bar crest locations.

Variation of spectral peak enhancement factor

The effect of the spectral shape is relatively small (Figure 6.16). The peak enhancement
factor influences the average length of wave groups. If resonance effects in the low-
frequency waves on the barred profile would be important, this would be an important
parameter. The small influence of the peak enhancement factor on the velocity moment
indicates that strong resonance effects are absent.

Variation of peak period

The influence of the peak period is very strong, both in the velocity moments and in the
correlation coefficient near the shore (Figure 6.17). The increase in the positive correla-
tion near the shore for increasing peak period may indicate that the long waves have a
propagating rather than a standing character, due to breaking of the higher long waves
which reduces their reflection from the beach. In all cases, the negative peaks occur
over or just seaward of the bar crest.

Variation of the friction coefficient

The velocity moment due to long waves is insensitive to the bottom friction coefficient,
so the uncertainty in this coefficient does not affect our conclusions.
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6.7 Conclusions of sensitivity study

Due to the absence of strong resonance effects on time-averaged long wave parameters
on the barred profiles considered here, and due to the broad-bandedness of the low-
frequency spectrum, phase coupling between the short wave envelope and the reflected
long waves is generally very weak. As a result, the velocity moments are dominated by
the phase coupling between incoming long waves and the short wave envelope. This
phase coupling results in a seaward directed effect, except very near the shoreline. Since
both long wave velocity and short wave velocity variance have a maximum just seaward
of the bar crests, the velocity moments are strongest on or just seaward of the bar
crests. This effect increases for increasing bar amplitudes, and is found irrespective of
bar spacing and location.

The morphological effect of cross-shore long waves is therefore generally to increase
offshore transport, except very near the shoreline, and to move bars in seaward
direction, while reducing their amplitude.

The most important incident wave parameters governing these processes are the wave
height, and to an even greater extent, the wave period, while the spectral shape has a
very limited effect.
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7. CONCLUSIONS AND RECOMMENDATIONS
7.1 Surf beat

In this thesis we describe the development, calibration and validation of a predictive
model, code named "SURFBEAT", which describes the propagation of normally inci-
dent wave groups over a beach profile and their associated long wave motions.

The model formulations are based on the short wave averaged conservation equations
for mass, momentum, wave action and wave density. Closure relations are derived from
linear theory, except for those concerning dissipation terms. A new formulation for the
time-varying, short wave averaged wave energy dissipation due to breaking is proposed.
This formulation plays a key role in solving the conservation equations. Special attention
is paid to the calibration of the parameters in the breaker formulation, and a set of
constant parameter values is found for which the formulation is valid over a wide range
of conditions.

A numerical method was designed to solve the non-linear system of conservation
equations. In order to avoid a complicated treatment of the water line, the system of
equations is transformed from a non-equidistant and time-varying physical domain to
an equidistant and constant computational domain. A standard scheme of second-order
accuracy is used to solve the transformed equations.

The applied numerical method has been tested against known analytical solutions of the
non-linear shallow water equations. These solutions are reproduced accurately. The
scheme is capable of accurately representing bore solutions of the shallow water equa-
tions; hence the model automatically represents the breaking of long waves.

The complete model is validated against data from three different wave flume experi-
ments.

The first dataset concerns bichromatic waves incident on a plane sloping beach
(Kostense, 1984). The measured quantities are the incident bound long wave amplitude
and the reflected free long wave amplitude. The experiment contains series of tests
covering either a range of group frequencies for constant incident wave amplitudes, or
a range of incident wave amplitudes for a constant group frequency. Both weakly modu-
lated and almost fully modulated incident waves are represented. The computer model
is capable of predicting both the trends and the magnitude of the reflected free wave
amplitudes with reasonable accuracy, both for the weakly modulated and for the almost
fully modulated incident waves. The incident bound wave amplitudes are predicted accu-
rately in all cases.
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The second dataset was presented by Van Leeuwen (1992) and concerns random waves
incident on a plane sloping beach. Here, time series of the water elevation measured in
a number of points both on the horizontal stretch near the wave maker and on the
sloping beach are available. An accurate method of generating boundary conditions for
the model, based on a measured time series in a single point, has been developed and
verified by the measurements. The predicted time series of the short wave energy and
of the long wave elevation are in reasonable agreement with the measured time series
throughout the flume when these accurate boundary conditions are applied. The main
factor limiting the accuracy of these predicted time series is the assumption of a constant
group velocity, which introduces phase errors in the predicted short wave energy and
the long waves. The covariance function between the short wave energy and the total
long wave elevation is however predicted accurately throughout the surf zone. This
covariance function is a good indicator of the model’s capability of predicting overall
parameters of the interaction between groups of short waves and the associated long
waves.

The third dataset was presented by Roelvink and Stive (1989) and concerns surface
elevation and near-bed velocity measurements in a wave flume with random waves
incident on a sandy beach of an initially plane slope which develops into a barred
profile. The data available are time-averaged parameters of the incident wave field, the
long waves and the interaction between short waves and long waves. The short wave
parameters (wave heights and orbital velocities) are predicted with good accuracy. The
long wave velocities and the correlation between the short wave velocity variance and
the long wave velocity are also predicted accurately throughout the surf zone. The
contributions of the interaction between short waves and long waves to the third and
fourth order odd velocity moments are predicted with reasonable accuracy; deviations
are generally not more than 30 % of the peak values. These errors are transferred
linearly to errors in cross-shore transport predictions and are acceptable given the
accuracy of the available transport models. All the observed trends in the measured
parameters are reproduced faithfully by the model.

From the bichromatic test case the conclusion may be drawn that the model contains the
necessary physics to describe long wave generation in the surf zone, although the
calibration of the dissipation model has not been carried out systematically for the case
of bichromatic waves.

The validation of the model for the random wave cases was carried out using the
standard values for the empirical parameters that were determined in the calibration
phase, for different cases. We may therefore conclude that in the context of cross-shore
transport modelling the model presented here is an accurate enough predictive model
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for the propagation and decay of normally incident random wave groups and their
associated long wave motions over an arbitrary beach profile. The use of the non-linear
shallow water equations for the long wave motion enables application of the model to
severe conditions where the long waves have high amplitudes or may even be breaking.

7.2 Effect of surf beat on cross-shore profiles

In Section 1.2 we have discussed the possible mechanisms through which surf beat can
affect cross-shore profiles: on the one hand the effect of the drift velocity pattern
associated with standing long waves, and on the other hand the effect of the interaction
between the short wave orbital velocity fluctuations and the long wave velocity. We
conclude that the latter effect must be dominant, and further focus on describing this
effect.

An important factor governing the morphodynamic behaviour of the profile is, to what
extent the sediment transport distribution over the profile is sensitive to profile changes.
This has been clarified in two schematic examples in Section 6.1.

From these two examples it follows that the dynamic morphological behaviour of a
coastal profile is determined partly by patterns apparent on the undisturbed profile, and
partly by the sensitivity of the transport pattern to profile changes. Both these aspects
can be studied without actually computing the time-dependent dynamic behaviour in a
complete morphological model.

The sensitivity of the transport pattern due to the interaction between short and long
waves to changes in the bar topography has been established by schematizing the profile
shape to a realistic, parametric form of which the parameters can be varied in a syste-
matic way. By means of numerical simulations the sensitivity of the long wave - short
wave interaction term to the spacing, position and amplitude of longshore bars has been
studied, in relation to the basic pattern on an unbarred "equilibrium" profile.

This was carried out for two typical wave conditions. Separately, the sensitivity of the
result for a typical barred profile to incident wave conditions was investigated, in order
to verify that the conclusions are generally valid, and to identify the most important
parameters of the incident wave field.

The main conclusions regarding the long waves themselves are that the most important
incident wave parameters are wave height and period. Long wave amplitudes increase
strongly near the shore, as opposed to short wave amplitudes. Long wave amplitudes
keep increasing for increasing short wave period; with increasing wave height for a
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constant wave period the long wave amplitudes first increase strongly, after which a
saturation takes place. However, since generally the wave period increases with increa-
sing wave height, the long wave amplitudes on the beach will keep growing with increa-
sing wave height.

Over a wide range of realistic wave and profile characteristics, we find no evidence of
resonance conditions.

Due to the absence of strong resonance effects on time-averaged long wave parameters
on the barred profiles considered here, and due to the broad-bandedness of the low-
frequency spectrum, phase coupling between the short wave envelope and the reflected
long waves is generally very weak. As a result, the velocity moments are dominated by
the phase coupling between incoming long waves and the short wave envelope. This
phase coupling results in a seaward directed effect, except very near the shoreline. Since
both long wave velocity and short wave velocity variance increase over bar crests, the
velocity moments are strongest on or just seaward of the bar crests. This effect increa-
ses for increasing bar amplitudes, and is found irrespective of bar length and location.

The morphological effect of cross-shore long waves is therefore generally to increase
offshore transport, except very near the shoreline, and to move bars in seaward direc-
tion, while reducing their amplitude.

The most important incident wave parameters governing these processes are the wave
height, and to an even greater extent, the wave period, while the spectral shape has a
very limited effect.

The hypothesis that bar formation is to an important extent related to cross-shore long
waves is not supported by this study. Although we find that the cross-shore long wave
motion plays an important role in bar evolution, it is generally a destructive role.

However, these conclusions are only applicable to cross-shore long wave modes; for the
effect of edge waves forced by groups of obliquely incident short waves, the conclusions
may be quite different.

7.3 Recommendations
The accuracy of time series of short wave energy and long wave elevation predicted by
the SURFBEAT model presented here may be improved by allowing the short wave

frequency to vary slowly, and by taking into account the effect of the long wave
velocity on the propagation of the short wave groups. The main problems to solve in
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at the seaward and at the landward boundary.

For real-life applications, it is essential to extend the model to the two-dimensional case.
A first step in this direction has been presented by Reniers (1992). This model is
however restricted to periodic wave groups on a beach which is uniform alongshore.
It should be possible to extend this model to a full spectral model, although the use of
linearised equations may seriously limit its applicability.

For non-uniform coasts a possibility is to include a description of the surf zone in the
two-dimensional model COLOSSYS (Liu and Dingemans, 1989), which is currently
under development. It must be investigated whether the present dissipation formulation
can be incorporated in this model.

The strength of the third-order evolution equations used in COLOSSYS lies in the
accurate description of the propagation of wave groups and long waves over large
distances. For coastal areas where the area of interest is in the order of some group
lengths, the relatively simple treatment of the short wave propagation in the present
SURFBEAT model may be accurate enough; these formulations can be extended to two
dimensions in a relatively straightforward manner. In both cases, generation of accurate
boundary conditions will be an important problem to solve.

The validation of such two-dimensional models will require extensive and costly field

this case are the prescription of boundary conditions for the short wave frequency, both
measurement campaigns or wave basin experiments.

|
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The transformation equations (3.2) and (3.3) are of the form:
7=t (A1)
=t (A2)

We can directly see that

ar 0k _d7 9¢ _ 0k

T ol ok #0 implies that x(7,&) and #(7,£)(=7) exist.

The property

Obviously the inverse transformation has the property:

oy
or

Since ai;=0 we find:

_0f_0t ox of ot _of ox

It
3 T IE BroF axaE Coungin:

3 _ o

-1
= (A3)

Since %ﬂ and x and ¢ are independent we have:

_O0x_0x ¢, 0x 97 _dx 8£ ox -, resulting in:
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The differential equation:

LA
ar ox

which is one of the components of Eq.(3.8), (3.9) and (3.12), can now directly be
written as:

90 0f avar of 9, af a1 _
QEdt drdr OFox Orox

Y

where %(7,£)=w(7,x(r,£)) and f=f¥r,£)).

With the use of Eqs.(A1),(A2),(A3) and (A4) this becomes:

_dx, ox, 09 9V dx, . df _,
3% 3 or 3 G

Multiplication with % yields:

_xav axav of _ox,
70f OEdT OF O

9 (e (- 9%5.p)=3%s (AS)

With the use of the expressions:

x

1 W()d¢

Tt

( l W()ds)

95 _ W)
Ix X0

l W(Hds

and the relations (A3) and (A4), equation (3.5) emerges from (AS5)
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ABSTRACT

Roelvink, J.A., 1993. Dissipation in random wave groups incident on a beach. Coastal Eng., 19: 127-
150.

Variations in short-wave properties on the time-scale of wave groups provide important mecha-
nisms in the generation of long waves. An essential component of models that describe the propaga-
tion of wave groups is the description of the slowly varying dissipation due to wave breaking. A model
is proposed for the time-varying dissipation rate.

As the time-varying dissipation rate cannot be obtained from direct measurements, calibration and
verification is performed in an indirect way. The formulation is incorporated in several models of the
time-averaged dissipation by combining it with a number of theoretical probability distributions for
the wave energy. These models predict measurable quantities such as the mean dissipation, the frac-
tion of breaking waves and some statistical wave height parameters. The parameters in the dissipation
formulation are calibrated against some available measurements of the mean wave energy. A verifi-
cation is then performed for some internal parameters in the models and for other datasets.

The calibrated models of the mean dissipation rate in random waves show some improvements in
the prediction of internal parameters. The usefulness of these models is also enhanced because the
calibration coefficients can be kept constant over a wide range of conditions.

The calibrated formulation of the time-varying dissipation rate is quite simple and can be readily
used in wave propagation models that take into account variations on the time-scale of wave groups.

INTRODUCTION

The transformation of certain parameters of an incident random wave train
across the surf zone has been the subject of much study and modelling effort.
In recent literature, two classes of models have been developed, which are
both based on the wave energy balance or the wave action equation, but use
markedly different approaches.

In the first, parametric, class of models (Battjes and Janssen, 1978; Thorn-
ton and Guza, 1983), a shape of the breaking wave height distribution is as-

Correspondence to: J.A. Roelvink, Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord,
Netherlands.

0378-3839/93/$06.00 © 1993 Elsevier Science Publishers B.V. All rights reserved.
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sumed, with parameters that are a function of local, time-averaged wave pa-
rameters. The dissipation per breaking wave is modelled using the analogy
between fully breaking waves and bores, which was first pointed out by Le
Mehaute (1962). By combination of the breaking wave height distribution
and the dissipation function, the average dissipation as a function of local
wave parameters is obtained. By solving the wave energy balance equation,
these local wave parameters can be computed over an arbitrary profile, given
the conditions at a seaward boundary.

The second, probabilistic, class of models takes the probability density
function of wave height (and sometimes wave period) at a seaward bound-
ary, schematizes it to a discrete number of wave height (period) classes, and
assumes that each class behaves like a periodic sub-group that propagates in-
dependently of the others (Mizuguchi, 1982; Mase and Iwagaki, 1982; Dally
et al., 1984). The wave energy balance equation is then solved separately for
all waves. As a result, at each point along the profile, the wave height distri-
bution can be determined. All models in this class separate the description for
each wave into its behaviour before and after its breakpoint.

Both classes of models, when calibrated, may serve well to predict the trans-
formation of certain properties of the wave height distribution across the surf
zone. Also, wave-averaged parameters such as radiation stress and mass flux,
required for the prediction of the mean set-up and the undertow, are pre-
dicted satisfactorily by both classes of models.

Recently, there has been a growing recognition of the importance of varia-
tions in short-wave properties on the time-scale of wave groups. Such varia-
tions can force long-wave motions that may be important in themselves or
through their interaction with wave groups (Symonds et al., 1982; Symonds
and Bowen, 1984; List, 1992; Schiffer and Jonsson, 1990). A new class of
dynamic models (Sato and Mitsunobu, 1991; Roelvink, 1991; Symonds and
Black, 1991) takes into account variations on this time-scale. The dissipation
of the short-wave motion in this class of models is slowly varying on the time-
scale of the wave groups. Although the propagation and decay of wave groups,
and hence the excited long-wave motions, often depend critically on the for-
mulation of this dissipation term, a satisfactory formulation has not yet been
presented.

The main goal of this study is to develop a suitable formulation for the
time-varying dissipation due to wave breaking. As it is impossible to measure
the time-varying dissipation directly, the formulation can only be checked by
building it into models that predict measurable parameters, such as the aver-
age dissipation, the fraction of breaking waves and the mean wave energy,
and by verifying these models both externally and internally.

For this purpose, one wave propagation model of the probabilistic class and
three models of the parametric class were formulated, calibrated and verified
in this study, all based on the same dissipation formulation. Although it has
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not been the primary goal of the study, these models are an interesting by-
product in themselves.

The main product, however, is a calibrated formulation for the dissipation
of short-wave energy as a function of energy and water depth, which can be
easily implemented in models that are time-dependent on the wave-group
scale.

DISSIPATION MODEL
Basic concept

In a random wave train, the process of energy dissipation due to wave
breaking is extremely complex. If it were possible to plot a time series of the
instantaneous dissipation rate at a given location, this would show intermit-
tent peaks with random height and spacing, which cannot be described in a
deterministic way. Even when a moving average is applied over some short-
wave periods, the slowly varying dissipation rate will still have a random
component. However, we can expect that this slowly varying dissipation rate
will also have a systematic component which depends on slowly varying char-
acteristics of the short waves, in particular the wave energy. This systematic
component, which is the expected value of the dissipation rate per unit area,
D, can itself be seen as the product of two components:

D=P,D, (1)

where P, is the probability that a wave is breaking and D, the expected value
of the dissipation rate in a breaking wave, given that its energy density is E.
Both P, and D, vary on the time-scale of the wave groups.

Dissipation in a breaking wave

In order to model the dissipation D, in a breaking wave, we use the well-
known analogy between breaking waves and bores, which results in the fol-
lowing approximate expression (Battjes and Janssen, 1978):

3
D,=5a")- 2)

where fis the frequency, H is the height of the breaking wave, / the water
depth and « a calibration coefficient. Battjes and Janssen assume all breaking
waves to have the maximum wave height H_,,; as this maximum wave height
is of the order of the water depth, the expression reduces to:

(4
Dy = pe/H:, (3)
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As in our case the height of breaking waves is allowed to be considerably
smaller than the maximum wave height, eq. (2) should be used in principle.
However, it can be argued (Stive and Dingemans, 1984 ), that the water depth
in eq. (2) should rather be seen as a “penetration depth”, which is of the
order of the wave height. In this case, the dissipation can be written as a sim-
ple function of the energy of the breaking waves:

D, =2af,E (4)

where the peak frequency f, has been taken as a characteristic measure of the
frequency.

Probability of breaking

In general, waves break when locally the wave front becomes too steep. For
irregular waves this may be the result of several mechanisms, such as inter-
action between short waves, interaction between wave and bottom or be-
tween wave and current or wind. For simplicity, we shall not consider the
effects of current or wind on wave breaking. Even then, the processes in-
volved are extremely complex and no accurate model is available to predict
the probability of breaking in irregular waves. Therefore, a simple empirical
approach is chosen, based on some crude assumptions.

These assumptions are:

1. The probability of breaking depends only on local and instantaneous wave
parameters. In reality, it also depends on the history of the individual waves,
but the breaking process, especially in random waves, has a time-scale which
is short compared to the wave group scale, so this effect can be neglected.

2. The basic parameters governing the probability of breaking are the local
and instantaneous wave energy and the water depth.

3. In principle, waves of any energy may be breaking or non-breaking. How-
ever, the probability of breaking should increase monotonically towards 1 for
increasing energy or decreasing water depth.

Thornton and Guza (1983) propose the following empirical “‘weighting
function”, which can be interpreted as the probability of breaking:

AT

According to this expression, the probability that a particular wave in an
irregular wave train is breaking not only depends on the height of this wave
relative to the water depth, but also on a characteristic height parameter of
the whole wave train (i.c. H,m). This would imply that the breaking process
in a given wave group is influenced by events on a much greater time-scale,
which seems unlikely and is in contradiction with our assumption 1. We
therefore propose a different form:
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nf2

with:

1
E. o= pgh’
ref 8pgh

where y and n are coefficients. In Fig. 1 this function is plotted for several
values of n. It can be seen that the steepness of the function increases with
increasing n. The two coefficients y and n will have to be determined
empirically.

Conditional expected dissipation rate for waves with given energy

The expected dissipation rate, given a specific value of E, is now simply
found by substituting egs. (4) and (6) into eq. (1), which leads to:

E n/2
oo 2] Thss

This equation describes the dissipation rate for a given (random) wave en-
ergy and water depth, as is the the main goal of this study. The calibration of
the coefficients «, y and n and the verification of the formulation as such is
described in the following sections.

1.0 }—’———‘] —————
1 |
| | |
| l |
| | |
| | |
- | | |
WA/
| | ' |
1 ' !
| | |
o
%5 0.5 1.0 1.5 2.0

Fig. 1. Plot of the function Y = 1 — exp (— X"/2) forn = 5, 10, 20.
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TRANSFORMATION OF WAVE ENERGY DISTRIBUTION
Probabilistic model

The formulation for the probabilistic approach can be derived readily from
the wave action equation by assuming that the slowly varying cross-shore ve-
locity is small compared to the group velocity C,. This is a reasonable as-
sumption, except for a limited area near the swash zone, where the group
velocity goes to zero and long-wave velocities cannot be neglected.

Under this assumption, the wave action equation reduces to the wave en-
ergy balance:
dE 4d
8z+ax(ECg)_ D (8)
Assuming C, to be constant in time, the rate of change of the energy flux of a
(part of a) wave group as it travels towards the shore is described by:

%(ECQ:—D (9)

The dissipation rate D depends on local wave parameters and the slowly vary-
ing water depth. Except, again, for the swash zone, the slow fluctuations in
the water level can be neglected. In this case, the time-dependence vanishes
from the equation, so it can be solved for any given (seaward ) boundary value
of E. In other words, we can follow any part of a wave group through the surf
zone using this equation. As a result, we can also compute the transformation
of the energy distribution through the surf zone, starting from a given distri-
bution of E in deep water.

In deep water, it is reasonable to assume a Rayleigh distribution for the
wave height; this is equivalent to an exponential distribution for the wave
energy:

P(E<E)=l—exp(—§_) (10)
where E is the stochastic variable, E is a specified level of the wave energy, £
is the time-averaged wave energy and P, is the probability of non-exceedance.

In order to compute the transformation of this distribution, the distribu-
tion in deep water is given as a number of energy levels with decreasing prob-
ability of exceedance. For each deep water energy level, eq. (9) is solved by
explicit numerical integration. The result is a number of wave energy decay
lines, which cannot cross each other. This is due to the assumptions made in
this model, namely a constant group velocity and a dissipation model which
is monotonically dependent on the local wave energy.
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As a result, a line which starts at an energy level with a certain probability
of exceedance will represent this probability throughout the surf zone. At any
computation point along the profile, the distribution of the wave energy can
be reassembled from these lines. The mean wave energy can be computed
from this distribution. Also, the total fraction of breaking waves can be de-
duced from the model.

The distribution of wave energy can be used to predict the wave height
distribution by means of a suitable non-linear local wave model, which uses
energy, peak frequency and water depth as input. Here, we apply the high-
order stream function method as described by Rienecker and Fenton (1981).
Results are presented below.

Parametric models

Basic concept

In the parametric class of models, the energy balance equation (8) is aver-
aged over a time scale which is large compared with the wave group time
scale:
dE 4 -
—+—(EC,)=-D 11
at GX( ) ()

Assuming a stationary wave field and no correlation between wave energy
and group velocity, this equation reduces to:

%(E—C‘g)=—15 (12)

The mean dissipation can be described as the weighted average of the dis-
sipation function:

oo

E:Jp(E)D(E)dE (13)
0

where p(E) is the local probability density function (pdf) of the wave en-
ergy. In order to close the equations, an assumption must be made regarding
the shape of this function, depending on the local wave parameters. The scal-
ing of the function then follows from the requirements that the function is a
pdf:

[e =]

Jp(E)dE:l (14)

o

and that the first moment equals the mean energy:
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Jp(E)EdE:E_ (15)
g

In the following, three parametric probability density functions are dis-
cussed, viz. a depth-limited Weibull-distribution, the Rayleigh-distribution
and the clipped Rayleigh-distribution according to Battjes and Janssen
(1978).

The following parameters will be used in order to simplify the equations:

1 ] E i
Erefzgpgh27 GZ\/(E/Eref): E*=E—7 szj-Pb(E)p(E)dE
0

Weibull distribution

Klopman and Stive (1989) propose a wave height distribution, based upon
a shape originally proposed by Glukhovskiy (1966), which degenerates to a
Rayleigh-distribution in deep water, but has a depth-limitation resulting in a
gradual deformation of the distribution for decreasing water depth. In terms
of wave energy, this distribution can be written as:

P(E<E)=1—exp{—A(E/E)™} (16)

Here, m is a free parameter for which Klopman and Stive propose a formu-
lation, which is rewritten here in terms of energy:

1 .

m=1 +0.7tan2(g - [E/E,)=1 +0.7tan2<g f) (17)

The value of y, as given by Klopman and Stive is the theoretical maximum
of the wave height over depth ratio, 0.833. The maximum value for the en-
ergy-related o-value as defined above is in the order of 30% lower, due to the
non-linearity of depth-limited waves. Therefore a value of 0.65 has been used
here.

The parameter A is linked to m through the requirement given by eq. (15):

1 m
A:[F(1+E>} (18)

where I"is the gamma function.
The probability density function is found by differentiating eq. (16):

P(E) =" (E/E)" ! exp{ ~ A(E/E)") (19)

The mean dissipation is now found by integration of eq. (13):
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D= [p(E)P,(E)Dy(E)dE=

0

o0 B _ E n/2
- i’—"g—‘ww)m-'exp{—A(E/E)'"}[l—exp[—(yzEmf) ﬂ*zaprdE

o0 2 nj/2
—2af,EmA J Eexp( —AE;”)[I —exp[—(%E*> ]]dE

0

=2afEf (o,y,n) (20)

The result is that the mean dissipation is the dissipation in waves with the
mean energy, times a function of the wave energy relative to the water depth.
This function f; is less than or equal to 1, and depends on the local wave
height to water depth ratio ¢ and on the empirical coefficients y and ».

Rayleigh distribution

The Rayleigh distribution is a special case of eq. (16) for m equal to 1. It
has been used by Thornton and Guza (1983), in combination with a slightly
different formulation for the dissipation. The mean dissipation follows im-
mediately from eq. (20) and is given by:

2

[ere) n/2
ﬁ:2aprJE*exp(—E*)[1-exp[—-(%) ]]dE*=2aprf2(a,y,n) (21)

Clipped Rayleigh distribution

The clipped Rayleigh distribution as proposed by Battjes and Janssen
(1978) is based on the assumptions that the wave heights are Rayleigh-dis-
tributed up to a maximum wave height, that all higher waves are simply cut
off to this height, that all waves having this maximum height are breaking and
that only these waves are breaking. This can be translated to our concept by
letting the value of # in the probability of breaking go to infinity, in which
case the function becomes a step function: zero for E/E..; < y*, unity for E/
E..; > y°. The maximum wave energy is defined by:

Em:yzErcf (22)

Since the probability density function has a “spike” at E=E,, with an area
equal to the fraction of breaking waves Q,,, and since the probability of break-
ing equals unity at this energy, we get for the mean dissipation:
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D= [ p(E)P,(E)Dy(E)AE=0,Dy(E,,)

=Qu2afEn=204E 250, (23)

In the clipped Rayleigh distribution, the fraction of breaking waves is de-
fined by the implicit relation:

e (24)

This relation yields a unique function of E/E,,=0¢°/y?, so:

D=2af,Efi(a,y) (25)

For the three parametric energy distributions, we get similar expressions
for the mean dissipation. For given values of the calibration parameters ¥ and
n the functions f}, f; and f; depend only on . Therefore it is easy to generate
tables of these functions and to interpolate from these tables when solving the
mean energy balance equation.

CALIBRATION OF THE MODELS

Three datasets, containing a total of 11 tests, were used to calibrate the
probabilistic model and the parametric models, viz. those reported in Battjes
and Janssen (1978), Stive (1985) and Hotta and Mizuguchi (1980). A sum-
mary of the characteristics of the profile and incident wave conditions is given
in Table 1. All sets pertain to irregular waves incident perpendicular to a beach.
The letter L under “Type” stands for laboratory test, F stands for field test.

The parameter for which the calibration was performed is the overall en-
ergy-based wave height often (confusingly) referred to as H, ... Here it will
be termed Hy:

He =./(8E/pg) (26)

In deep water, Hg is equal to the root-mean-square wave height H,,; in
shallow water, due to non-linearity of the waves, the parameters deviate from
each other.

The seawardmost data point, having a wave height Hg ; and a water depth
hy, is used as a boundary condition for the models. For a given set of calibra-
tion points, the energy distribution across each profile is computed and com-
pared to the measured distribution. Two indicators of the overall accuracy of
the models are computed, viz. the root-mean-square relative error ¢, and
the relative bias (mean error) €peun:
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TABLE |

Experimental parameters calibration sets

Test Source Type hy (m) Hego (m) 1, (Hz)
MS10 Stive (1985) L, plane 0.70 0.142 0.341
MS40 Stive (1985) L, plane 0.70 0.135 0.633
BJ2 Battjes and Janssen (1978) L, plane 0.70 0.144 0.511
BJ3 Battjes and Janssen (1978) L, plane 0.70 0.122 0.383
BJ4 Battjes and Janssen (1978} L, planc 0.70 0.143 0.435
BJI1 Battjes and Janssen (1978) L, barred 0.70 0.137 0.450
BJ12 Battjes and Janssen (1978) L, barred 0.70 0.121 0.443
BJ13 Battjes and Janssen (1978) L, barred 0.70 0.104 0.467
BJ14 Battjes and Janssen (1978) L, barred 0.70 0.118 0.481
BJI1S Battjes and Janssen (1978) L, barred 0.70 0.143 0.498
HotMiz Hotta and Mizuguchi (1980) F, barred 1.65 0.527 0.113

1 HE comp HE mcas)2 / 1 HE meas
€ms= NT - - : ) e (27 )
N Z[ Heo  Heo N = Heo

HE,comp _ HE,mcas]/ HE.meas ( 28 )

€mean =
z[ HE.O HE.O HE.O

As is apparent from the formulae, the errors were scaled with the incident
wave height; this is to give data points comparable weights regardless of the
scale of the tests or the incident conditions.

From preliminary computations, it turned out that the results were not very
sensitive to the value of n, which indicates the steepness of the curve which
describes the probability of breaking. Realistic results were obtained both for
n=10 and for n=20.

TABLE 2

Optimum y-values and relative rms error for =1 and n= 10, 20. 11 datasets. 159 points

Modecl n « 7 €rms Fig.
Probabilistic 10 1.0 0.55 0.045 2a
20 1.0 0.53 0.054 2b
Weibull 10 1.0 0.54 0.057 2¢
20 1.0 0.52 0.057 2d
Rayleigh 10 1.0 0.57 0.062 2e
20 1.0 0.57 0.063 2f

Clipped Rayleigh - 1.0 0.66 0.056 2g
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The optimum combination of the coefficients a and y was obtained by
drawing isolines of the error indicators in the «,y plane, for both values of #,
and visually determining the approximate location of zero mean error and
minimum rms error. Plots of these isolines are given in Figs. 2a to 2g. By
refining the a,y grid locally and looking at the numerical output, a more ac-
curate location of this optimum was then found.

In all cases the optimum «,y-combination is found close to the line a=1.
As a constant value of « facilitates the comparison of the different models,
the value of o was fixed at 1, and optimum y-values were determined for each
model and #-value. The results are given in Table 2.

Probabilistic model Probabilistic model
n=10 n=20
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Rayleigh Rayleigh
n=10 n=20
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o
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Fig. 2. (a-g) Isolines of rms-error (drawn lines) and mean error (interrupted lines) for all
points in calibration sets.

Apparently, all models can be calibrated to give reasonably accurate predic-
tions of the spatial wave energy variation for a fixed combination of calibra-
tion coefficients. The probabilistic model seems to be the most accurate,
whereas the parametric Rayleigh model with 7 set at 10 or 20 gives the great-
est error.

The clipped Rayleigh model (n=00) seems to do well with a constant &, y-
combination. Battjes and Stive (1985) used an expression for the maximum
wave height which includes the effect of wave steepness; consequently they
found that the calibration coefficient y showed a dependence of the deep water
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wave steepness. It seems that using the simpler relation (22) removes this
dependence. The optimum y-values for the Weibull parametric model and the
probabilistic model agree closely, which indicates that the energy distribu-
tions resulting from the probabilistic model are similar to the shape assumed
beforehand in the parametric model.

In the Rayleigh model with finite », higher wave energy is possible than in
the Weibull model, so the probability of breaking for a given energy must
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Fig. 3. (a-z) Comparison of measured and computed spatial distribution of Hg, calibration sets
and verification sets (continued on p. 142).

decrease in order to get the same mean dissipation. This results in a higher
optimum value of y.

In the clipped Rayleigh model, it is assumed that all breaking waves have
the maximum wave energy. The y-value in this case indicates the level where
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Fig. 3 (continued).

most dissipation takes place. The optimum value of 0.66 is not in contradic-
tion with the other models.

A value of 7 equal to 10 gives slightly better results than n equal to 20; for
the probabilistic model a value of 5 was tried but produced no better results.
The value of # was kept at 10 in all further computations.
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In Figs. 3a through 3i, the wave height profiles as computed with the prob-
abilistic model, for n = 10, are compared with the measured wave height
profiles, for all calibration tests. The agreement is quite good, especially con-
sidering that all computations were performed with the same set of coefficients.

VERIFICATION

The primary goal of this study is to formulate the time-varying dissipation
as a function of local wave parameters. As this is only one of the internal
parameters in the models described above, the fact that the mean wave energy
(the external parameter) is predicted accurately is not sufficient; errors in
internal parameters may be cancelled out by each other.

The dependence scheme in Fig. 4. indicates which other internal parame-
ters must be checked in order to gain confidence in the formulation of the
expected value of the slowly varying dissipation.

In the following sections, the numbered items in the dependence scheme
will be discussed seperately; afterwards, conclusions are drawn on the accu-
racy of the model of the expected slowly varying dissipation.

Average dissipation

As has been shown in the previous Section, the average dissipation is mo-
delled accurately. An independent verification is given by two additional da-
tasets, viz. those reported by Ebersole and Hughes (1987) and by Van der
Meer (1990). The incident wave conditions are given in Table 3.

The dataset by Ebersole and Hughes was obtained in the field during the
DUCKS8S5 campaign. It concerns long-period swell incident perpendicular to
an almost prismatic beach. The measurements were carried out with the pho-
topole technique (Hotta and Mizuguchi, 1980). The measurements have been
studied in detail by Dally (1990). A problem with hindcasting these experi-
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Fig. 4. Dependence scheme dissipation model.
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TABLE 3

Experimental parameters verification sets

Test Source Type ho (m) Hgo (m) f, (Hz)
D41400 Ebersole and Hughes (1987) F, barred 1.75 0.600 0.089
D41510 Ebersole and Hughes (1987) F, barred 1.49 0.706 0.089
D50955 Ebersole and Hughes (1987) F, barred 2.14 0.431 0.088
D51055 Ebersole and Hughes (1987) F, barred 1.80 0.353 0.089
D351352 Ebersole and Hughes (1987) F, barred 2.19 0.452 0.092
D51525 Ebersole and Hughes (1987) F, barred 1.94 0.374 0.090
D60915 Ebersole and Hughes (1987) F, barred 1.40 0.360 0.078
D61015 Ebersole and Hughes (1987) F, barred 2.14 0.296 0.076
D61300 Ebersole and Hughes (1987) F, barred 2.43 0.346 0.099
TOO7 Van der Meer (1990) L, step 0.56 0.049 0.403
TO15 Van der Meer (1990) L, step 0.56 0.071 0.438
T110 Van der Meer (1990) L, step 0.56 0.099 0.513
Ti2 Van der Meer (1990) L, step 0.71 0.059 0.488
Ti3 Van der Meer (1990) L, step 0.66 0.109 0.488
T212 Van der Meer (1990) L. step 0.61 0.072 0.645
T216 Van der Meer (1990) L, step 0.61 0.068 0.403
T322 Van der Meer (1990) L, step 0.66 0.121 0.513

ments with the present model is that the wave height distributions at the out-
ermost measuring point deviate significantly from either Rayleigh or Weibull
distributions; therefore we cannot expect very good agreement. Still, the mea-
surements have been included as a severe test case. The models were applied
with their pre-calibrated coefficient values: =1, n=10 and y as in Table 2.
Model performance was reasonable for all models: for the 9 experiments, the
mean error was less than 2% for all models and the rms error was in the order
of 13%. The probabilistic model was not significantly better than the para-
metric models.

The dataset by Van der Meer concerns laboratory cases of waves incident
on a profile with a steep step followed by a very gently sloping bottom. Here,
the parametric models show a mean error in the order of 1% and a rms error
in the order of 11% over a total of 8 tests. The probabilistic model shows a

TABLE 4

Relative mean and rms error. 28 tests, 389 points

Model n o ¥y €mean €rms

Probabilistic 10 1.0 0.55 0.013 0.088
Weibull 10 1.0 0.54 0.000 0.099
Rayleigh 10 1.0 0.57 0.011 0.099

Clipped Rayleigh — 1.0 0.66 0.000 0.096
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mean error of almost 5%, but a lower rms error of 8%. The general shape of
the energy distributions over the profile is represented best by the probabilis-

tic model; hence the lower rms error.
The error indicators were also computed over all tests considered in this

study; the results are given in Table 4.

All models can be used to predict the variation of the mean wave energy
over the profile; the probabilistic model is slightly more accurate in this re-
spect. A comparison between the measured wave height profiles and those
computed with the probabilistic model is given in Figs. 3a to 3z.

Statistical distribution of wave heights

At present, no data are available on the probability distribution of the wave
energy; data on wave height probability distributions are available. With the
help of non-linear theory, wave heights can be estimated from wave energy
levels. If the variation of statistical wave height parameters over the profile is
predicted correctly, the underlying energy probability distributions are likely
to be correct as well.

The statistical wave height parameters are deduced from the predicted wave
energy probability distribution by the following method. The distribution of
the linear estimate of the wave height, H;, was derived from the wave energy
distribution, where H,= \/ (8E/pg). The statistical parameters H, s, H) 5, and
H, |, were computed from this distribution, using the usual definitions. The
matching non-linear crest-to-trough heights were then computed with the help
of Rienecker and Fenton’s (1981) stream function method.

The dataset used is from Stive (1985), tests MS10 and MS40. In Figs. 5a
and 5b, the distributions of the rms wave height H ., the significant wave
height H;, and the wave height exceeded 1% of the time, H,q, as measured
and as computed, are given. Qualitatively, the agreement is quite good; quan-
titatively, the values of H,o are underestimated within the surf zone. This
may be due to the presence of long waves; the higher waves are limited in the
model by the mean depth, whereas in reality they are limited by the slowly
fluctuating depth. Also within the surf zone, as can be expected, the values of
the rms wave height are overpredicted by non-linear theory, due to the decou-
pling of the higher harmonics. Still, the wave height distributions are pre-
dicted well enough to lend some confidence to the computed energy distri-
butions. Further study is required to confirm this.

Fraction of breaking waves

The fraction of breaking waves, Q,, is the integral of the product of the
energy distribution and the probability of breaking at a given energy. There-
fore, if the energy distribution is modelled correctly, the fraction of breaking
waves can only be correct if the probability of breaking is correct too. In the
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same two tests from Stive (1985), the fraction of breaking waves was counted
visually; measured and predicted values are shown in Figs. 5a and 5b. For test
MS10, the agreement is quite good, although well inside the surf zone Q, is
somewhat underpredicted, by up to 30%. For test MS40, the underprediction
1s much more serious: up to a factor 3. This seems strange since the dissipa-
tion is modelled so well.

A possible explanation is that the peak period during this test was twice as
short as during test MS10. The waves therefore tended to be spilling, whereas
the bore model only really applies to fully breaking waves with a roller over
the whole wave front. In such a case, the criterion that a breaking wave is “a
wave with foam on it” will overestimate the fraction of bore-like breaking
waves.

The question is, whether this analysis should lead to an adjustment of the
definition of “breaking wave” or to an adjustment of the model of the dissi-
pation in a breaking wave. This should be resolved in further study; for now,
the computed fraction of breaking waves should be interpreted as the fraction
of fully breaking, bore-like waves.

Probability of breaking

The probability of breaking as a function of wave height has been investi-
gated by some authors (Thornton and Guza, 1983; Dally, 1990). This gives
a qualitative check on the shape of this probability as a function of energy.
However, the available data do not enable a direct plot of the probability of
breaking against the wave energy, for given water depths, so a direct quanti-
tative check cannot be made. As is also apparent from the previous Section,
further study is required on this aspect of the model.

Dissipation in breaking waves

An interesting verification of the formulation of the dissipation in breaking
waves is obtained from the measurements of Stive (1984 ), for regular waves.
On page 109 of his paper, he presents graphs of a non-dimensional dissipation
A,, defined as the ratio of the dissipation rate derived from measured energy
flux gradients and the dissipation according to a hydraulic jump:

h
d d,

I
Dy=Acpe/t’ (29)

where d, is the depth in front of the breaker and d- is the depth at the crest.
The values of A, are in the range of 1.5 to 2.5. If we now assume:

Hh

A 30
did, 3 (30)
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we get a similar expression to our eq. (4) if @ = A.y;. With the order of mag-
nitude estimates H/h ~ 0.5,d,/h ~ 0.8 and d,/h ~ 1.3, y, is in the order of
0.5, which leads to an a-value in the order of 1. This is in agreement with the
optimum value found in the calibration.

Conclusions on verification

From the verification presented here we may draw the conclusion that the
mean dissipation is modelled correctly and that there are indications that the
wave energy distribution is also modelled correctly; therefore, the expected
time-varying dissipation must be reasonably accurate. This term is again
composed of two terms, viz. the time-varying dissipation in breaking waves
and the probability of breaking. There is an indication that the first of these
terms is modelled correctly; on the probability of breaking there is still some
uncertainty. Qualitatively, there is agreement between measured and pre-
dicted fractions of breaking waves; quantitatively, they are somewhat under-
predicted, although of the right order of magnitude.

CONCLUSIONS

The existing parametric model according to Battjes and Janssen has been
improved in the sense that the internal parameters are more realistic; also,
the dependence of the calibration coefficients on wave steepness has van-
ished. A parametric model based on a Weibull distribution has been added to
this class of models, for which the distributions closely resemble those result-
ing from the probabilistic model. All three parametric models can be used to
predict with reasonable accuracy the spatial distribution of the mean wave
energy; the one based on a Weibull distribution is the most accurate, and the
model based on the Rayleigh distribution the least accurate.

The probabilistic model presented has been shown to follow from the wave
action equation if the group velocity is assumed to be constant in time and
effects of surfbeat can be neglected. These restrictions are less severe than
those for the earlier models in this class, which require a negligible variation
of the propagation velocity of individual waves. One set of equations is used
throughout the shoaling and breaking region, as opposed to earlier models in
this class. The model can be used to predict the transformation of the proba-
bility distribution of the wave energy through the surf zone. With the help of
a non-linear wave theory, wave height characteristics can be derived from the
energy distributions.

The calibrated and verified eq. (7) for the expected time-varying dissipa-
tion can be readily used in wave propagation models that take into account
variations on the time-scale of wave groups.
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